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After two full years of physics running the OPAL collaboration has
observed and analysed approximately 5 x 10° hadronic decays of the Z°.
Many new analyses have been completed since the end of the 1991 physics
run, of which three are described in detail. A preliminary study of the
electric charge of quark and gluon jets in Z° decays is presented. A com-
prehensive investigation into the value of the strong coupling parameter
a,(Mze), using 15 different observables from hadronic Z° and 7 decays,
is shown. Event shapes, jet rates and energy correlation are consistently
described by the single value a,(Mge) = 0.12233:392 in O(a?). The first
measurement of two-particle momentum correlations in hadronic Z°® de-
cays and a comparison of this observable with recent analytic QCD cal-
culations and with Monte Carlo simulations is also described.

PACS numbers: 12.38. Qk

1. Introduction

Since the start of operation of the LEP collider in 1989, there have been
two full years of physics data taking at centre of mass energies in the vicinity
of the Z° resonance. During this time approximately 5 x 10° hadronic
decays of the Z° have been recorded using the OPAL detector. These data
have been used to perform many studies of the standard model of strong
and electroweak interactions. The electroweak sector of the model, which
is based on the gauge group SU(2);, x U(1)y, has been tested by making
precise measurements of the various model parameters and comparing them
with hard, theoretical predictions [1].

* Presented at the XXXII Cracow School of Theoretical Physics, Zakopane,
Poland, June 2-12, 1992.
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In contrast, the strong sector of the standard model, based on the gauge
group SU(3), has self-coupling gauge quanta which makes theoretical calcu-
lations (and therefore experimental tests of the model) considerably more
difficult to perform. Analytic QCD calculations are currently carried out
using perturbative methods and are only applicable in the high energy re-
gion where the coupling is sufficiently weak for this approach to be valid,
which is unfortunately above the energy scale at which observed hadrons are
formed. In order to compare experimental data with QCD calculations it is
therefore necessary to either restrict thescomparison to quantities which are
only sensitive to the initial response of the system in the perturbative region,
such as the total cross section, or for the behaviour of the non-perturbative
region to be modelled in an empirical way. This is the basic problem with
trying to test the strong sector of the standard model: there are relatively
few predictions because of the complexity of the theory and even those that
exist tend to be less precise than the experimental data.

In this report, emphasis is placed on studies into the nature of the
strong sector of the standard model. In Section 2, the OPAL dataset used
for analyses is suinmarised and a very brief overview is given of recently com-
pleted or ongoing investigations. This is followed by detailed descriptions
of three analyses. The first of these, in Section 3, outlines a preliminary
study into the electric charge of quark and gluon jets in hadronic Z° de-
cays [2]. Section 4 describes a recently published analysis in which many
different observables are used to determine a,(Myo), and the way in which
these measurements constitute an important consistency check of the relia-
bility of perturbative QCD [3]. The last study, presented in Section 5, is a
new measurement of two-particle momentum correlations and a comparison
with recent analytic QCD calculations and various Monte Carlo models [4].
Finally, closing remarks and comments are made in Section 6.

2. Overview

Before describing analyses in detail, it is instructive for a few remarks
to be made about the data on which investigations are based and also to
give a flavour for the variety of studies which have been performed recently.

2.1. OPAL Dataset 1989-1992

The most valuable part of an experimental analysis are the data. This
is particularly true of an experiment such as OPAL where much effort has
gone into ensuring that the best possible use is made of luminosity delivered
by the LEP machine. The efficiency for recording Z° events in OPAL has
increased with each year of running to the current (high) value of approxi-
mately 90%, a number which includes the readout deadtime of the detector
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itself (typically 2-3%). The data available for analyses at the current time!
are summarised in Table L
TABLE 1

Evolution of OPAL dataset

1989 | 1990 | 1991 1992
J £ dt recorded, pb~! 14 6.8 [14.3| >0.9
Hadronic Z° decays recorded | 30k | 150k | 350k | > 28k
OPAL data taking efficiency | ~70% | 76% | 87% | ~ 90%

Having two full years of running completed, the OPAL experiment [5]
may be considered to be mature. After much study, the data recorded
during 1990 are well understood which is reflected by small experimental
systematic errors. Furthermore, the large dataset allows many studies which
have previously been limited by available statistics to be performed.

2.2. Summary of recent analyses

Since the end of the 1991 run, many analyses have been finalised and
published [6-10, 3, 11-14, 4]. The quality of these analyses is indicated by
presenting a few details from each of three studies. (There are in addition
ongoing studies of the Z° lineshape, searches for the Higgs boson and so
forth but these are not described in this report.)

The first of these is a measurement of B? — B® mixing in which the sign
of the lepton charge, in events having two charged leptons, is used to tag the
charge of the b quark in b-flavoured hadrons [6]. A flavour discriminating
variable, p.omb is constructed,

Pcomb = v (1%))2 +P'2r )

where p is the lepton momentum, and pr its component perpendicular to
the jet axis. The quantity, R, defined as the fraction of selected two lepton
events in which both leptons have the same charge, is used to indicate the
sensitivity of this measurement to the value of the average mixing parame-
ter, x.

In Fig. 1, the variation of R as a function of p.omp, is shown together
with predictions for three different values of x. By fitting the fraction of

1 Data recorded before 2°¢ June 1992.
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Fig. 1. The fraction, R, of dilepton events which are like sign as a function of pcomb,
for puu, ey and ee events.

events in which the two lepton charges are of the same sign, as a function
of this variable, the average mixing parameter is measured to be

x = 0.145%3:0%% + 0.018,

where the first error is statistical and the second is systematic.

A second interesting analysis is one in which evidence for the production
of b-flavoured baryons in Z° decays is reported [11]. The evidence relies
on the expectation that semi-leptonic decays of b baryons may produce
AL~ and A¢t (“right sign”) combinations but not A{t and A¢~ (“wrong
sign”) ones. This correlation between the sign of the baryon number of a
A particle with the electric charge? of an associated lepton is the signature
used to identify b baryon production. The leptons (electrons or muons)
are characterised by relatively large momentum and transverse momentum
with respect to the primary b hadron direction, whilst the A particles are
identified by their tendency to have distinctly higher momentum than the
background from other fragmentation processes.

The pr~ invariant mass distribution of A particles for the various com-
binations of ‘A’ and ‘0’ are shown in Fig. 2. By restricting the definition of
a A candidate to pr~ combinations that fall within 20 MeV of the nominal
A mass, a total of 68 “right” sign pairs of A particle and associated charged
lepton are found in the entire 1990 and 1991 data sample; the excess of sig-
nal candidates (Fig. 2(a)) over background events (Fig. 2(b)) is apparent.

2 Charge conjugation is implied in describing the remainder of this analysis.
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Fig. 2. Invariant mass distributions for A particles in “right sign” combinations (a)
and “wrong sign” combinations (b).

This is interpreted as a signal of 55:*:9?1;’::1s events from the semi-leptonic
decay of b baryons.

The last selected analysis is a measurement of the production rate of
electrons in hadronic decays of the Z° and a determination of I'(Z° — bb)
[12]. The primary decay of b-flavoured hadrons, b — ev.X, is forced to be
the dominant source of electrons in a selected sample by the requirements
that electrons have momentum, p > 4 GeV, and momentum transverse to
the axis of the jet containing a given electron, py > 0.8 GeV. Estimates
of the electron identification efficiency and the hadronic background are
extracted from the dataset; that these are well understood is illustrated by
Fig. 3, which shows the separation of electron candidates from hadronic
background as a function of E.one/p, the electromagnetic cluster energy
scaled by the charged track momentum.

In order to determine I}, it is assumed that the semi-leptonic branch-



1102 N.K. WaTsON

8 360 LI G ) | T T '_I'I T l L [ L | l_-:

P Total 3

S i é

Q 280 *OPAL Doto 3

£ 240 & Measured -

TIPS 4 hodronic bkg. 3
160 t

N IRTVL STENL INETY FERTI NN

Fig. 3. Estimation of hadronic background; number of events with high momentum
electron candidates as a function of Econe/p.

ing fraction of hadrons on the Z° resonance is the same as the branching
fraction measured at the T(4S). Correlations between the model depen-
dence of the branching fractions measured at the T(4S) and the kinematic
acceptance of electrons within OPAL are accounted for, reducing the model
dependence of this measurement. The final partial width determined in this
study is,

I =394+ 13 + 32MeV

where the largest component of the systematic error is from the uncertainty
in the electron identification efficiency.

These extracts from recent studies are representative of the other anal-
yses which have recently been completed. The remainder of this report is
devoted to describing three other analyses in more detail.

3. Study of electric charge of quark and gluon jets

This is a preliminary study, based on approximately 140 000 hadronic
events from the 1990 data sample [2].

3.1. Introduction

Quantum Chromodynamics predicts differences between quark and glu-
on jets due to the fact that they do not have the same colour charge as
one another. An example of such a prediction is the ratio of the charged
multiplicity in 3-jet events (final state ¢gg) to that in 2-jet events (final
state ¢g; from naive colour counting considerations this ratio is expected to
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be 17/5.) Further differences are also expected as a result of the different
electric charges of quarks and gluons [15]. Experimental studies of the
electric charge of jets (the so-called “jet charge”) in pp-collisions have shown
that the mean charge of jets originating from the fragmentation of u quarks,
i quarks and gluons were positive, negative and zero respectively. In this
study, the first preliminary investigation of jet charge in ete™ collisions at
the centre of mass energies, /s ~ 91 GeV is made.

Being able to distinguish quark jets from gluon jets and also being
able to identify the sign of the primary quark charge in a given jet are
central to this analysis. This is achieved by selecting 3-jet events containing
an energetic, charged lepton and making cuts based on event kinematics
and assuming the charged lepton originates from the semi-leptonic decay
of a heavy quark. The sign of the charged lepton is used to form enriched
samples of jets originating from positively and negatively charged primary
quarks. The jet charges are then constructed on an event by event basis
for each of 239 events which satisfy the above selection criteria. Various
hypotheses are tested against the data. It is found that the mean jet charge
of the quark jets is incompatible with zero, the sign of the jet charge is as
expected from the sign of the primary quark, and the mean charge of the
gluon jet is compatible with zero.

The following Sections describe the experimental event selection criteria
and the way in which enriched samples of quark and gluon jets are formed,
consideration of backgrounds, the construction of the jet charge and anal-
ysis of the distributions extracted from the data, and studies of systematic
effects. Finally, a summary of the results is made and conclusions are drawn.

3.2. Event selection

This analysis depends upon being able to distinguish between quark
and gluon jets and uses essentially the same method as employed in previous
publications [16, 17]. Cuts are applied to select planar, 3-jet events that are
fully contained within the acceptance of the detector. This process may
be considered in three stages. In the first of these, events are required to
satisfy:

o The number of charged tracks > 9.
o The sum of charged track and neutral cluster energy, Eyis > 0.5./5.
The angle between beam axis, Z, and thrust axis, T, > 30°.
All charged track 3-momenta, |p;| < 60 GeV.
In both hemishperes (defined by plane L T), the invariant mass
> 2 GeV.
One charged lepton with 3-momentum, |p| > 3 GeV (u) or
17| > 2 GeV (e).
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In the second stage, events are retained if they consist of three jets,
where the jet classification is defined according to the JADE algorithm
in the p recombination scheme [18], with a resolution scale, y.,¢ = 0.03.
For completeness, the p scheme defines the resolution parameter, y, and
recombination of pseudo-particles:

. )2
resolution: y = _(&j—_p])_ R
s
recombination: { Pij =P i_.+ Pj ,
E;; = |pijl

where E is the energy and subscripts 7, 7 and ij refer to pseudo-particles ¢,
j and the new pseudo-particle formed by combining ¢ and j, respectively.
The third stage rejects events which do not satisfy the criteria:
¢ For each jet, the sum of charged track and neutral cluster energy,
E¥: > 5 GeV.

e The event must be planar, i.e. the sum of the three inter-jet angles
> 358°.

o The angle between the beam axis and each jet axis, > 25°.

o The number of charged particles in each jet > 4.

e The jet with the highest Y . |Fi|, t.e. the energy of a jet as defined in
the p scheme, must not contain the charged lepton. (7 runs over all
particles in a jet.)

Having selected a sample of well measured, 3-jet events each jet is iden-
tified as originating from either a primary quark or a gluon as below.

3.3. Identification of quark and gluon jets

In a 3-jet event, it is argued that the most energetic jet is unlikely to be
the gluon jet as the gluon has been radiated from one of the primary quarks.
The most energetic jet (the “highest energy jet”) is therefore assigned to
arise from one of the primary quarks. The energetic, charged lepton is as-
sumed to originate from the semi-leptonic decay of a heavy quark. Assuming
that gluon fragmentation into heavy quarks is a negligible contribution as
a consequence of the high mass, the jet which contains the charged lepton
(the “lepton jet”) is taken as originating from the second primary quark.
The third jet by a process of elimination is defined to be the gluon jet. In
order to increase the purity of these associations, the additional requirement
that the highest energy jet must have at least 8 GeV more energy than the
gluon jet is imposed.

These associations are supported by Monte Carlo studies carried out
using the JETSET [19] program?® and a full simulation of the OPAL detec-

3 Model parameters from [20] are used.
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tor [21]. The probabilities that the highest energy jet, the lepton jet and
the gluon jet assignments are correct is estimated to be 90%, 92% and 83%,
respectively. From the initial sample of 140189 events, 735 remain at this
stage in the analysis.

In order to make tests based on the jet charge, it is necessary to know
the sign of the primary quark charge in one of the jets in each event. By
assuming that the charged lepton is the result of the semi-leptonic decay
of a heavy quark, i.e. b=1/3 — ¢+2/34~y, it follows that the sign of the
primary quark is the same as that of the charged lepton. Consequently,
the events are divided into two samples according to the sign of the lepton
charge. However, there are various background processes which may lead
to the lepton charge having a sign different to the primary quark in a given
event which have to be addressed.

3.4. Background reduction

The main processes whereby the sign of the lepton charge is different
from that of the primary quark are cascade decays, B® — B® mixing, 7 or K
decays which may emulate muons, and Dalitz decays or photo-conversions
which may be mis-identified as primary electrons. The contribution from
these sources may be reduced by making use of the relatively hard momen-
tum spectrum of the charged leptons from the decay of heavy quarks, and

rejecting events in which the momentum of the lepton with respect to the

jet axis, p}_zp o < 1 GeV. The lepton is included in the calculation of the

jet axis.

Monte Carlo studies (including detector simulation) lead to the esti-
mate that 70% of leptons selected are from prompt b quark decays and that
there is an 87% probability that the lepton will have the same sign charge
as the primary quark. In ‘background’ events, the sign of the lepton candi-
date is often the same as that of the primary quark, as such relatively high

momentum particles reflect the properties of the primary quark. The simu-

lation indicates that the plip“m cut, whilst removing most cascade decays,

has no significant effect on the estimated purities for the jet assignments.
The effect of B — B® mixing, which is not simulated by the Monte Carlo,
is estimated to lead to the wrong sign charge being deduced for the primary
quark in the order of 5% of events [6].

The pljpt"n cut removes around 70% of the sample, leaving 239 events
for the jet charge study. It should be noted that the purities and efficien-
cies estimated from Monte Carlo are given for information only and the
subsequent analysis does not depend upon their precise values.
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3.5. Jet charge definition

The jet charge, @, used in this analysis is constructed:

N
1 .
= ? qupﬁz with p|| ) - Epuz’
T

where N is the number of charged particles in a given jet, and g¢;, pJ%; are
respectively the charge and the momentum component along the jet axis of
particle i. This form for jet charge has been used by earlier experiments
[22, 23] and found to have sensitivity to the sign of the charge of the parton
from which the jet in question was formed. The normalisation present in
this definition of @ reduces the sensitivity to the jet energy. The jet charge
for a given jet is not constrained to have integral multiples of the electron
charge.

The probability, Py, that @ and the underlying parton in a jet have
the same sign as each other is a quantitative indicator of the sensitivity
of jet charge as an observable. The optimal choice of the parameter, «,
which is present in the definition of @ is studied using Monte Carlo. The
range considered is 0.1 < & < 2.0. For large &, Q is most influenced by
high momentum particles — for the lepton jet, Py increases with «, as the
lepton which carries information about the charge of the primary quark has
increased weight. No such effect is seen for the highest energy jet. Although
the precise value of Pg is not important, it is preferable to have approxi-
mately the same value of Pg for both highest energy jets and lepton jets.
The compromise between sensitivity to the lepton charge and minimising
differences between lepton and highest energy jets is £ = 0.2. With this x,
|@| is typically less than five units of charge.

For information only, Pg is estimated from the data, by considering the
number of events in which both quark jets have the same jet charge and the
number of events in which both quark jets have the opposite charge. The
probability, Pg is estimated to be approximately 70%, which is sufficiently
high that meaningful comparisons between jet charge and the charge of the
partons can be made.

3.6. Analysis of jet charge distributions

The selected sample of 239 events, which is divided into two categories
according to the sign of lepton charge, is analysed as follows. The sub-
sample of events in which the lepton has a negative charge are considered
first. It was proposed earlier that the lepton was formed during the semi-
leptonic decay of a heavy quark and so one expects the sign of the lepton
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to be the same as that of the primary quark in the same jet. Given that
the jet charge has been shown empirically to be sensitive to the sign of
the underlying parton charge in a jet, it is expected that the frequency
distribution for jet charge from negatively charged lepton jets will be shifted
to negative values. This is clearly seen in the part of Fig. 4(a) that refers
to negative lepton tags (“£™-jet”).

negative tag lepton positive tag lepton
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Fig. 4. Jet charge distributions for events with a negative lepton (left) and a
positive lepton (right), for (a) lepton jets, (b) highest energy jets, {c) gluon jets.

Still concentrating on this sub-sample of events, the highest energy jet
is proposed to be the other quark jet in each event, and so it is expected to
have the opposite charge sign to the (negative) lepton jet. This is shown in
Fig. 4(b), as “HEY-jet”, and is also shifted in the sense expected. The Q
for the third jet in each event of this sub-sample, the gluon jet, is displayed
in Fig. 4(c), and is compatible with being centred at zero.

The same distributions are also formed for the positively charged lepton
sub-sample, as shown in Fig. 4, in the column labelled “positive tag lepton”.
These are expected to be shifted to the opposite sign of @ with respect to
the negatively charged lepton sub-sample described above, which is what is
seen from the figure. As these two sets of distributions are consistent with
each other, the positively charged lepton sub-sample is reflected through
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Q = 0 and combined with the corresponding distributions in the other sub-
sample. It is stressed that no corrections from Monte Carlo studies have
been applied to the data at any point in the analysis.

TABLE II

Jet charge distributions of combined data

Q)
lepton jet —0.68:£0.12
highest energy jet +0.41 4+ 0.12
gluon jet -0.11+£0.13

The mean values of the jet charge in each of these combined distri-
butions is given in Table II. Given these measured values, the following
hypotheses are proposed and tested:

o The jet charge of the lepton jet and the gluon jet have a common mean:

this hypothesis has a x?/d.o.f. of 9.8/1.

o The jet charge of the highest energy jet and the gluon jet have a common

mean: this hypothesis has a x%/d.o.f. of 8.1/1.

¢ The jet charge of all jets have a common mean: this hypothesis has a

x2/d.o.f. of 39.0/2.

3.6.1. Systematic effects

Numerous systematic checks have been carried out during this study,
as detailed below. The form for the jet charge itself is a potential source
of systematic bias, as it lends itself to being unduly influenced by the pres-
ence of high momentum and transverse momentum particles in a jet. In
a Monte Carlo study, the jet charge distributions were examined for gluon
and highest energy jets in samples with and without energetic hadrons that
satisfy the kinematic cuts applied to the leptons. No systematic variation
is observed.

The analysis was repeated using events which contained two lepton
tagged jets, which gives a higher purity to the detriment of efficiency. Al-
though the size of the sample is smaller, the result is entirely compatible
with the single lepton tag sample.

The energy dependence of the jet charge is also considered. The average
jet energies (in the data) for the highest energy jet, the lepton jet and the
gluon jet are found to be 35.3 GeV, 26.1 GeV and 13.8 GeV, respectively.
For each type of jet, the mean value of (@) is evaluated separately for events
above and below the mean value of Q. No dependence is observed in any
case. In a Monte Carlo study, it is found that | (@) | decreases slowly with
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Combined charge distributions

[ lepton jet

OPAL

20

(100/Nouu) dn/dQ

{(100/Nows) d0/dQ

OPAL

¢+ Dato
- Jetset

(100/Now) dn/eQ
8
T
2

Fig. 5. Combined jet charge distributions for events, as in Fig. 4. Points represent
OPAL data, solid histogram is Monte Carlo.

decreasing jet energy for the quark jets, but as there is no such effect for
the gluon jets this is unlikely to explain any differences observed,

For illustration only, the combined jet charge distributions are given in
Fig. 5. Good agreement is seen between the Monte Carlo simulation (solid
histogram) and the measured data. A final consistency check performed is to
repeat the analysis for the Monte Carlo data with detector simulation, but
to obtain the identity of the underlying parton in all jets from the 4-vectors
generated, thus allowing the jet charge to be determined using perfect quark
and gluon separation and perfect quark charge identification. The mean jet
charges so obtained are shifted by approximately 1.5 standard deviations
farther away from @ = 0 than for the case where parton assignments are
made in the same way as for the real data. This is entirely as expected as
this procedure removes all events in which the wrong jet charge assignment
is made.
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3.7. Summary and conclusions

This analysis has selected a sample of 239 planar, 3-jet events with a
single high momentum and transverse momentum charged lepton per event,
at /s ~ 91 GeV. Quark and gluon jets have been separated and samples
of jets enriched with positively and negatively charged quarks have been
selected using lepton tagging and energy ordering. It has been observed
that: the mean jet charge of quark jets is incompatible with zero by more
than three standard deviations; the sign of the jet charge for quark jets
corresponds to expectation from the sign 6f the charged lepton tag; the
mean jet charge of the gluon jet is entirely compatible with zero; and the
hypothesis that the highest energy jet of the lepton jet has a mean jet charge
which is compatible with the gluon jet has a x?/d.o.f. greater than 8.1/1.

It is concluded that the significant difference in the jet charge distribu-
tions of quarks gluons is caused by the different electric charges of quarks
and gluons.

4. Measurement of strong coupling parameter, ag(Myo)

This is a published analysis, based on approximately 140 000 hadronic
events from the 1990 data sample. Full details are available in the litera-
ture [3].

4.1. Introduction

The fundamental coupling parameter of QCD, a, is much less well
measured than its counterparts in the electroweak sector of the standard
model. In this study, a, is determined from a study of 15 different physical
observables. As the determination of a, for each observable is in general
subject to different sources of systematic uncertainty (mainly theoretical),
these measurements complement each other. A feature of QCD is that there
is only one coupling parameter in the theory which must describe all data
if the theory is correct. The converse of this, that a, determinations made
using any observable must yield the same value of a,, allows the result
of this study to be interpreted as a significant test of the consistency of
perturbative QCD.

It is found that when theoretical uncertainties (including the choice of
the renormalisation scale) are taken into account, all measurements may be
described by a single value of a,(Myo) = 0.12277-00% in O(a?).

The remainder of this Section lists all of the observables studied and
the order of the theoretical predictions which are available for each. This
is followed by an outline of the general method used to extract a, from
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data for the specific case of an O(a?) theoretical prediction; the treatment
of systematic errors is summarised and the determination of a, from jet
rates is given to illustrate a typical O(a?) measurement. Having described
a single measurement, the method whereby the 12 different O(a?) determi-
nations are combined is presented. Subsequent Sections deal in turn with
the determination of a, using resummed next-to-leading order logarithmic
calculations and also O(a3) calculations, where an example is given in both
cases. Finally, the many measurements are summarised and conclusions are
drawn.

4.1.1. Observables

The observables used in this study include event shape variables, jet
masses, jet rates, energy correlations, Z° line shape parameters and 7 lep-
ton branching ratios; various theoretical calculations exists for the different
observables. The quantities studied, each of which is defined in [3], may be
categorised according to the type of calculations used, as given below.

e Calculations to O(a?) [24, 25] are used for:
Event shape variables
C-parameter, C,
Oblateness, O,
Thrust, T,
Jet masses
Heavier jet mass (to thrust axis), Mg
Difference jet mass (to thrust axis), Mg
Heavier jet mass (to minimised axis), MY
Difference jet mass (to minimised axis), M}
Jet rates (JADE algorithm)
EO recombination scheme,
D (Durham) recombination scheme,
p recombination scheme,
E recombination scheme,
Energy correlations
Asymmetry of energy-energy correlation, AEEC
Planar triple energy correlation, PTEC
e Calculations which include resummation of leading and next-to-leading
logarithms to all orders in a, [26, 27], matched to the O(a?) calculations
are used for:
Event shape variables
Thrust, T,
Jet masses
Heavier jet mass (to thrust axis), M};

Heavier jet mass (to minimised axis), M}‘I’[
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e Calculations to O(a3) [28-30] are used for:
Z° line shape
Z° partial width and line shape
7 lepton branching ratios

4.2. Determinations of a, based on O(a?) QCD

Theoretical predictions which are valid to O(a?2) are available for many
observables 24, 25]. It is on these calculations that the majority of the a,
determinations presented here are based. There are many features of these
different analyses which are common to all and it is these aspects which are
now addressed.

Consider the determination of a, using a generic observable, X. The
differential cross section for this quantity, to O(a?), may be written

2
s % = S50+ (%2) (a0 +500), )

with

_ 1 ) _ a, as\?
bo = 5=(33 - 2nf); oror =00 [H?“‘“(x) ]

where ny is the number of active quark flavours (assumed to be five), and
oot and g represent the total hadronic and the leading order cross sections
for ete™ — hadrons, respectively. The functional forms of A(X) and B(X)
have been determined [24] by evaluating the O(a2) matrix elements of [25].
The parameter p characterises the renormalisation scale dependence.

It is important to notice that whilst infinite order calculations are inde-
pendent of the scale parameter, y, finite order calculations (beyond O(a,))
have explicit dependence on the choice of u. Whilst there exist various the-
oretical prescriptions for the choosing the value of u (e.g. [31-34], there
is no general agreement on the preferred procedure and each scheme may
predict a different u for each observable. As the value of a, determined
depends on the scale chosen, the effect of varying u is taken into account
in the final determination. This “scale uncertainty” (i.e. is choice of u) is
regarded as a source of theoretical systematic error.

4.2.1. Comparison of data and QCD predictions

The expression for the observable X given in Eq. (1) describes a distri-
bution for massless partons, whereas the experimental distribution is con-
structed using massive hadrons, with many additional effects from detector
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resolution and acceptance, initial state radiation, etc. It is therefore nec-
essary to “correct” the experimental distributions to allow for these effects
before a meaningful comparison can be made. This is done in two steps
using a simple bin-by-bin procedure.

The first correction is for detector effects and initial state radiation.
Distributions of X are constructed using two samples of Monte Carlo data,
one consisting of final state hadrons without simulation of initial state radia-
tion (the hadron level), the other consisting of final state hadrons including
the effects of measurement with the OPAL detector and initial state ra-
diation (the detector level). (“Detector level” means that a very detailed
simulation of OPAL [21] has been used; exactly the same event reconstruc-
tion and analysis algorithms are applied to the simulated events as to real
data.) Comparing these two simulated distributions leads to a set of cor-
rection factors which allow the data to be unfolded for both detector and
ISR effects to the hadron level.

The second correction which is applied is to account for the effects of
hadronisation. In this case, a procedure analogous to the previous correction
is used. The difference here is that the Monte Carlo samples compared are
for final state hadrons without initial state radiation and for partons before
hadronisation occurs. By making these corrections the distribution of X at
the parton level is extracted from the experimental data. The final stage
of the comparison is to fit? the expression in Eq. (1) to the corrected data,
and obtain a value for a,.

4,.2.2. Treatment of systematic errors

Owing to the large size of the OPAL dataset, statistical errors rarely
dominate the overall uncertainty on a,. The difficulty is in evaluating the
various systematic errors and understanding the way in which they might
bias the central value of a,. Here, an attempt is made to outline the sources
of systematic error considered and the magnitude of the effect attributed to
each.

The first systematic error considered is that which results from detec-
tor related effects. It is estimated to contribute a systematic uncertainty
Aa, ~ 0(0.001) to a given a, determination. The validity of the unfolding
procedure depends upon the detector simulation providing an accurate de-
scription of the experiment; this is seen to be the case {20]. The effects of
small, residual deficiencies which may exist in the simulation are estimated
by performing each analysis (where applicable) using each of charged tracks
alone, electromagnetic clusters alone and finally both charged tracks and

* In practise, such fits are normally performed for A5, the result of which is
used to determine a,, using the expression from [37], given in Eq. (2).
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electromagnetic clusters. The central value for a, is that obtained using
the latter method and the largest difference between any of the three tech-
niques is assigned to be the systematic error from detector effects.

The second systematic error considered arises from the uncertainties in
the hadronisation process and the correction procedure used to account for
it. A systematic uncertainty in the range Aa, ~ 0(0.001)— ©O(0.01) is typi-
cally attributed to a given measurement from this source. The hadronisation
corrections are actually derived by comparing hadron level and parton level
distributions using three different Monte Carlo models, viz. JETSET 7.2
[19], HERWIG 5.0 [35] and COJETS 6.12 [36]. The central value is that de-
rived from the JETSET corrections (JETSET gives the best description of
data at the detector level) and the differences between the models are used
to estimate the error. Where only JETSET describes the data, uncertainties
are estimated by varying model parameters in the Monte Carlo. Further
effects arise from the choice of the virtuality scale of the partons, which
defines the boundary between the perturbative and hadronisation phases in
the parton shower models, and from evaluating hadronisation corrections
using a O(a?) matrix element calculation [25] within JETSET.

The next source of systematic error considered is the choice of the range
of X within which a fit to the theoretical prediction is made. The uncer-
tainty from this source is estimated to contribute a systematic uncertainty
Aa, ~ O(0.001) to a given a, determination. A standard range is defined
for each observable, inside which the detector correction is acceptably uni-
form and the hadronisation correction is not too large. Fits are performed
separately within this range; where significant differences are found with
respect to the results from the standard fit range, the systematic error is
inflated so as to account for discrepancies.

The last and largest systematic error considered is that attributed to the
uncertainty in the choice of the renormalisation scale, u. This uncertainty,
which is theoretical in origin, typically contributes Aa, ~ ((0.01) to the
systematic error on a measurement of a,. A useful quantity to introduce is
the renormalisation scale factor, z,, defined,

b= 3;&\/;-

For the observable, X, values for a,(Mgyo) are determined with z, = 1
and with z, a free parameter in the fit. Allowing z, to vary freely should
indicate the “natural” scale for the observable in question. The average of
these two determinations gives the central value of a,(Mgzo), whilst half of
their difference gives the systematic uncertainty from the choice of scale. An
alternative to this method, which is used where the fitted value of z,, ~ 1, is
to base the scale error upon the range of z, values for which an acceptable
x?/d.o.f. for the fit is possible; this is to avoid an unrealistically small scale
uncertainty being attributed to a measurement.
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It is worth noting that all a, results given are for a,(p = Mgyo), i.e.
the A7z from each fit is substituted in the expression (e.g. from [37]),

(k) = 127 1 6(153 — 19'nf)1'n [ln (/_\l-i:—_s)] @)
s\B) = (33_2"'}')111(1—&”_2__5) (33—2nf)2 ln(—li—l_z—;) )

with u = Mgo.
Having described the general procedures common to many analyses, it
is interesting to see how they are applied in practise, as below.

4.2.3. Example of O(a?) determination of a,:
jet rates

Jet production rates have often been used in the past to determine the
strong coupling parameter (see [18] and references therein). A jet finding
scheme is used in order to compare theoretical prediction with data, as it is
a well-defined method which is calculable in perturbation theory and also
experimentally tractable. In O(a?), the relative rate of 3-jets to the total
cross section provides a direct measurement of a,. It is functionally similar
to Eq. (1), with the jet resolution parameter, y, which is usually some
variant of the invariant mass of a pair of particles or jets, replacing the
generic observable, X. The jet rate is based on a successive recombination
scheme (JADE type algorithm, [38]) whereby particles i, j are combined to
form jets ij in an iterative manner until all jet masses satisfy a criteria of
the form, y;; > Ycur, Where ycu, is some arbitrary, fixed value.

The success of this type of algorithm stems from the fact that jet rates
so defined are relatively insensitive to hadronisation effects. The drawback
with this procedure is that there may be sizable perturbative corrections
from uncalculated higher order terms in the expansions. This is indicated
by the non-negligible scale dependence associated with these measurements.
Another problem associated with such jet schemes is that at small values of
Y, fits to the data tend to favour improbably small values of the renormali-
sation scale, u. This is indicative of the emergence of large logarithms in y
at each order in perturbation theory [39], and is a fundamental theoretical
problem.

Two possible solutions to these problems are to either calculate the jet
rates to higher order in perturbation theory, which is is non-trivial, or to
find a new jet definition which has reduced higher order effects and better
theoretical behaviour. A recently proposed jet finding scheme, the Durham
or D scheme, [40], appears to satisfy this latter criteria. Experimental results
obtained using this new jet finding algorithm are presented here for the first
time.
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In the D scheme, the jet resolution parameter is defined by,

2.min(E?, E?)(1 ~ cos6;;)

Yi; = s ’

where E;, E; and 0;; represent the energy of jets i and j, and the angle
between jets ¢ and j. This parameter is based upon the relative transverse
momentum of jets, rather than on the minimum invariant mass of jets as
with previous definitions of this type. Furthermore, it allows the resumma-
tion to all orders in a, of leading and next-to-leading logarithms of y for
the small y region. Only the fixed order predictions will be discussed here
for this observable; although the resummed calculations appear promising
they are not used for this observable® here.

100

OPAL ]
80 D-scheme i

® 60} emxa Data
= Jetset hadrons]
o 0 Y Jetset partons_

20
ol :
0.001 0.01 0.1 1
Yeut

Fig. 6. Relative production rates of n-jet events using the Durham jet finding
algorithm. The data are corrected for detector effects but not for hadronisation.

The relative production rates of n-jet events measured using the D
scheme, R,(y), are given in Fig. 6, where the data have been corrected for
detector effects such as resolution and acceptance only. No hadronisation
effects have been unfolded from the data. Also presented in the figure are
the n-jet rates for the JETSET parton shower Monte Carlo with string
fragmentation. It is clear that the model describes the data well and also
that the difference predicted between hadron level and parton level results
by the Monte Carlo are relatively small, as hoped for in the D scheme.

5 At the time this analysis was submitted for publication, these calculations
wete not finalised.
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Fig. 7. Differential 2-jet rates defined in the Durham scheme. The data are cor-
rected for detector and hadronisation effects. The QCD predictions are shown
along with the corresponding fit ranges.

However, as all events appear at each value of ycu¢, adjacent bins of this
distribution are not independent which is not ideal if one wishes to fit a
prediction to this distribution.

The differential 2-jet distribution, D3(y), which measures the y value
at which each event changes from being classed as 3-jet to 2-jet, is used
to extract a, from the jet production rates and is shown in Fig. 7. It is

defined,
_ Ra(y) - Rao(y — Ay)
Ay ’

where R2(y) is the relative 2-jet fraction at y and Ay is the interval in y
considered. Each event appears only once in the distribution which makes
fitting the theoretical prediction to the data more convenient. The data
given in the figure have been corrected for both detector and hadronisation
effects. Theoretical curves are given for two fits, one for a fit in which the
renormalisation parameter was fixed at z, = 1, the other for a fit in which
it was allowed to vary freely. The corresponding standard fit ranges are also
shown. A

The final coupling determined from this particular investigation is found
to be,

Dy (y)

as(Mgo) = 0.12519-008 Durham scheme,

where the uncertainty given includes statistical and systematic errors added
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TABLE III
Systematic uncertainties contributing to error on a,(Mzo) from differential 2-jet
rates in Durham scheme.

Source of uncertainty Error
statistical +0.001
experimental (detector effects) +0.004
hadronisation +0.001

. . . 40.004
virtuality cut-off in model T 0.000
renormalisation scale +0.006
Total uncertainty fg:ggg

in quadrature. The individual systematic errors contributing to this uncer-
tainty are presented in Table III. As expected, the renormalisation scale
dependence is the dominant error.

4.3. Combination of O(a?) measurements

The differential 2-jet rate in the Durham scheme is one typical ob-
servable used to determine a, in O(a?). A more reliable estimate of a,
is made by combining the measurements made using the different observ-
ables, as some cancellations are expected between the various uncertainties.
However, the complicated correlations which exist between the individual
measurements mean that there is no unique way of combining the measure-
ments; two different techniques were studied.

The first method is to perform combined fits, in which various sets of
observables (e.g jet rates, event shapes) are fitted with a common value of
Aj7s and either: a common value of z, = 1; or a common, freely varying
z,; or a freely varying z, for each observable. The fits with a common z,
can not accommodate all of the data, in contrast to those in which each
observable is fitted with a separate z,. In the latter case, the higher order
corrections are accounted for by allowing each observable to adjust to the
preferred scale. The large variation in z, which result from this procedure is
illustrated in the lower half of Fig. 8; the preferred scale for most observables
tends to be the point at which a, is minimal, as can be seen in the upper
half of this figure.

The second method is to construct the weighted average of the individ-
ual measurements, a,. In order to estimate the systematic uncertainty on
this central value, the total errors for each source of uncertainty are added
in quadrature. The “total” errors are constructed using weighted averages,
e.g. for the hadronisation error, one value, a,, is evaluated using JETSET,
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Fig. 8. Dependence of o, and x2/d.o.f. of fits on the renormalisation scale fac-
tor, z,.

another value, a,’, is determined using HERWIG and the difference a, —a,’
gives the corresponding total error.
The values determined for a, in O(a?) by these two techniques are,

Combined fit, a,(Mgo) = 0.118%3-007
Weighted average, a,(Myo) = 0_1221-8:332

which are entirely consistent, the combined fit being slightly lower as each
individual a, is evaluated at the preferred z,, which tends to be at the
minimum value of a,.

4.4. Determination of a, based on resummed QCD calculations

The limiting factor in the above determinations is the lack of calcu-
lations beyond O(a?), which is apparent in the scale dependence of the
results. It was recently shown possible [26, 27] (for certain observables) to
resum all terms in the perturbative expansion having the form,

Mu

aflnm(s), form > n.
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This is the basis of the so-called next-to-leading logarithm approximation,
NLLA. These calculations are expected to give an improvement over fixed
order ones at lower jet masses. The calculations are matched to the exact
O(a?) matrix elements, resulting in calculations with full matrix elements
for all terms up to O(a?) and also leading and next-to-leading logarith-
mic terms for all orders beyond O(a?). Such calculations are used for the

observables Mﬁ{T), M&M)and T, giving an overall result of,

O(a?)+resummed NLLA,  a,(Mgo) = 0.12217:002

4.41. Example of resummed determination of a,:
heavier jet mass
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Fig. 9. Distribution of M,(,T)compared with fits to the O(a?) and to the matched
O(a?) + NLLA calculations, with scale z, = 1. The arrow indicates the fit range.

In order to demonstrate the improvement obtained with this procedure,

the determination of a, using the heavier jet mass, Mgr)is considered. This
quantity is the mass of the heavier hemisphere in each event, where the event
is divided according to the thrust axis (determined using all final state par-
ticles). The fits to the data obtained using the fixed order O(a?) calculation
and also the combination of O(a?)+resummed NLLA calculations are given
in Fig. 9, along with the measured data. The resummed calculations give
a much improved fit to the data over a wider range of M‘(qT) , especially in
the softer regions of the distribution. The value of A= from this fit (with
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z, = 1) is closer to that from the fixed O(a?) calculation in which z, was
allowed to vary, which supports the notion that scale optimisation reduced
the effect of higher order contributions.

The results from the two fits are,

O(a?)+ NLLA,  a,(Mg) =0.117 4 0.005
O(a?) alone,  as(Myzo) = 0.129 + 0.010

4.5. Determinations of a, based on O(a3) QCD

In addition to the pure O(a?2) calculations and the matched calculations
O(a?)+NLLA, predictions for two very inclusive observables are available
to O(a3), both of which are used to determine a,. The calculations describe
the ratijo of the hadronic and the leptonic decay widths of the Z° [28] and
the ratio of the hadronic and electronic branching fractions of the 7 lepton
[29, 30]. Similar techniques are used in both calculations.

4.51. Example of O(a®) determination of a,: R,

The prediction in O(a3) [29, 30] used describes the ratio of branching
ratios of the  lepton in the form,

B(t — hadrons + v,)

Br = B(t — evev,)

This may be expressed in an equivalent form, replacing the hadronic branch-
ing fraction by 1 — B(t — e,u). The individual branching fractions to
electrons and muons may in turn be replaced by approximately twice® the
electronic branching ratio. By assuming lepton universality and combining
the-electronic and muonic branching fractions, a more precise experimental
measurement is possible. The resulting form for R, is,

R, = Lo LOT2B(r = ebevr) _ 5 795 4 0,119+ 0.111.
B(r — eievy)

The theoretical expression for this quantity may be written,

RT - 3(|Vud|2 + IVuslz)(l + 6pert + 6non—pert + JEW) ’
= 30000(1-019 + 6pert + 6n°n—pcrt) Y

8 The small deviation from 2 is due to the slightly reduced phase space available
for the decay r — u compared with the decay r — e.
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where dpon—pert = —0.010 £ 0.004 and 8pre is calculated to O(al). By
comparing the O(a?) and O(a3) terms, varying the renormalisation scale
in the range 1.0 < u < 2.5 GeV (encompassing the ¢ quark production
threshold) and taking the number of active quark flavours, ny = 3, the
coupling parameter determined (at the 7 mass scale) is

as(M,;) = 0'3891-3:3;;’ (in O(af)) s

where the overall error includes the contributions from experiment, non-
perturbative effects and uncertainty in the renormalisation scale.

4.5.2. Consistency tests

This measurement can be compared with the other a, measurements
performed by extrapolating the value a,(M;) to a,(Myzo) using the appro-
priate form of the renormalisation group equation [41]. The coupling a,(u)
is assumed to be continuous which implies that A4z is a step function at
quark production thresholds. The lack of knowledge about the precise scale
at which a quark flavour becomes active is dealt with by assuming that it
happens at a scale in the range My, < u < 2M,, where M, represents the
mass of a given quark flavour. The extrapolation is carried out assuming
flavours become active at 4 = M, and then repeated assuming the produc-
tion threshold is at 4 = 2M,. The average of these results gives the central
value and half of their difference is taken to be the systematic error from
the extrapolation.

The final result from the R, measurement (at the Z° mass scale) is
found to be,

a,(Mgo) = 0.123T07007  (in O(a3)).

4.6. Summary of a, measurements and conclusions

This analysis presents the D scheme jet rates for the first time in an
experimental investigation. It uses the recent resummed NLLA calculations

for the observables T, M;,T)and M}_[M) . It includes the first experimental

results of the PTEC and the jet mass observables M;{M)and MI(JM)at yAS
energies. The strong coupling parameter has been determined using 13
different observables at O(a2), using 3 different observables and resummed
NLLA calculations, and using 2 observables at O(a3). The experimental
uncertainties from detector effects typically lead to an uncertainty in a,
of 1-4%. Statistical uncertainties, which are responsible for less than a
1% error in the final value of a,, are no longer a limiting experimental
consideration.
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Fig. 10. Individual measurements for a,(Mze), g = Mgzo. The errors are from
experimental systematic and statistical uncertainties only. No hadronisation or
scale uncertainties are included.
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Fig. 11. Final measurements for a,(Mzs), for each observable. The errors include
hadronisation and scale uncertainties. Shaded bands correspond to the weighted

averages from the O(a?) measurements (upper) and from the O(a?) measurements
(lower).

The measurements of a, made using the fixed order calculations with
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the different observables are shown in Fig. 10. These results are from fits
to the data in which the renormalisation scale parameter had the value
z, = 1. The errors quoted are purely experimental and no account has
been taken of the renormalisation scale or hadronisation uncertainties. One
should note that different observables may have widely differing higher order
effects. It is clear from the figure that the different measurements are not
consistent with a single value of a, when only experimental uncertainties
are considered.

By contrast, Fig. 11 shows the measurements after the effects of hadroni-
sation and renormalisation scale uncertainty have been included. The values
determined are consistent with there being a single value for a,(Mzo) for
all measurements, which is a necessary requirement of perturbative QCD,
if the theory is to be correct. The consistency of the R, measurement with
the other determinations is a new and largely independent check of QCD
over a sizable interval in the renormalisation scale. Theoretical uncertainty
now emerges as the dominant error in the experimental determination of
the strong coupling parameter, a,

Although the coupling determined using the resummed calculations is
in good agreement with the fixed O(a?) and O(a3) calculations, it is not
incorporated into the final result. This is because there are few such calcula-
tions available as yet and those which are available are for highly correlated
observables. Furthermore, the procedure used to combine the NLLA cal-
culations with the fixed O(a2) calculations needs to be more thoroughly
studied and understood before it can be used with the same degree of confi-
dence as the O(a?) calculations. For lack of similar calculations, the O(a3)
determinations are not included in the final result. The results from these
different types of calculation are treated as a good consistency check on the
fixed O(a?) result. The final result for the strong coupling parameter from
this study is therefore,

ay(Mgo) = 0.12210:008  (in O(a3)).

5. Study of two-particle momentum correlations
This is a published analysis, based on approximately 500 000 hadronic
events from the 1990 and 1991 data sample. Full details are available in the
literature [4].

5.1. Introduction

Perturbative QCD calculations at high energies are normally carried out
by either an order-by-order evaluation of Feynman diagrams or within the
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framework of the leading logarithm approximation. At the present time,
the full QCD matrix elements to O(a2) are known, allowing {inal states
consisting of at most four partons to be modelled. This method is suitable
for hard QCD processes, where the radiated gluons are few in number and
energetic. In softer processes, where multiple gluon emission can not be
neglected, this approach is less appropriate than the LLA method.

In an earlier investigation [42], it was shown that the measured momen-
tum spectrum of soft particles could be related to LLA calculations which
described the corresponding distribution for soft gluons, within a normal-
isation factor. To make this comparison, the hypothesis of “local parton
hadron duality” LPHD {43] has to be invoked, which postulates that the
distribution of hadrons should be approximately the same as that of par-
tons, which is equivalent to the assertion that hadronisation has only a small
effect upon the measured spectrum. The distribution measured in [42] is

that of
1 do

D) =~ FrR
where £ = In(1/z;), zp = 2p//3, p is the particle momentum and ¢ is the
observed cross section.

It was found in [42] that both the shape and the peak position of the
data were well described by analytic QCD. It was noted that the analytic
QCD prediction and the data exhibited an approximately gaussian form,
with a peak position of § ~ 3,6, corresponding to a particle momentum of
typically 1.2 GeV. The treatment of coherence effects between soft gluons
was found to be important for the calculations to describe the data well.

"This study concentrates on comparing data with a recent extension
of the earlier calculations [44] to a two-particle momentum distribution.
This description of this study begins by introducing the correlation function
for which the theoretical predictions have been made, followed by a brief
outline of the experimental procedure. Comparisons with analytic QCD
predictions and also with coherent and incoherent parton shower models
are made. Finally, the results of the comparisons are summarised and some
conclusions are presented.

5.2. Correlation function

The two-particle momentum correlation function to be studied is de-
fined,

_ DA)(&,6)
R(é1,62) = DM (£,)DM(&,)’
with, i
(e =1%,  p® T
PO=3% PO o
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Fig. 12. The experimentally measured two-particle momentum correlation func-
tion, R(&1,€£3), corrected for detector effects.

This function is evaluated using the measured data and is shown in
Fig. 12. The region of {; 2 for which this R is shown corresponds to particle
momenta in the range 3.8-0.5 GeV. A positive correlation is seen in the
figure, increasing towards lower momenta (higher £; 7).

The analytic NLLA calculation of [44] predicts a correlation function of
the form,

R(&1,82) = e1 + c2(&1 + €2) + c3(&1 - &2)%, (3)
with,
5_ 1.262 e = 0.877 ey = — 1.125 .
(n(Q/A))} (n(Q/A)E’ (ln(Q/A))?

A much earlier calculation of this function in leading order [45] predicted
that the terms ¢; of Eq. (3) would have the values 1.375 and 0 for ¢; and
¢, respectively, whilst ¢3 would be the same as was calculated in next-to-
leading order. A linear increase in R for increasing £; + &2 is a feature
predicted by the next-to-leading calculation that is absent from the leading
order calculation. One should note that the scale, A in the recent calculation
is some effective QCD scale — the current calculation are of too low an order
for this to corresponds to Az

C]'—’l

5.3. Ezperimental considerations

The choice of momentum interval for the analysis is restricted by the
both theory and experiment. For particle momenta much higher than 4 GeV
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the LLA approach is not ideal as this is tending towards the region of hard
processes, where matrix element calculations are more appropriate. For
particle momenta much less than 0.5 GeV, kinematics and mass effects have
to be considered. These considerations define a natural region inside which
the analysis is carried out. '

An attractive feature of the two-particle correlation distribution is that
many experimental uncertainties and systematic effects cancel out with one
another. The measured distribution is still corrected for detector effects on
a bin-by-bin basis, as in the a, analyses. The correction factors evaluated
are S 1%. A systematic uncertainty in the correlation, AR ~ %0.005
is determined from the choice of the Monte Carlo model used to evaluate
the corrections. The measured R is found to be insensitive to moderate
variations in event and charged track selection criteria.

The data sample used includes all data available; being a two-dimen-
sional function, the large dataset is essential. Significant additional material
added in front of the tracking chambers after the 1990 run is adequately
modelled in the detector simulation, giving consistently good agreement
with data. The 1990 and 1991 samples are combined after weighting and
analysed together.

The comparison of data with both calculation and models is carried
out by concentrating upon narrow bands of R in the (£1,£2) plane. The
analytic form for R is compared with and fitted to the measured, corrected
data. The expectation from various Monte Carlo models is also compared
with the data. The specific regions presented herein are,

(a) [&1 —&2| < 0.1,
(b) 6.9< & +62<T7.1,
which are across the two diagonals in the (£, £2) shown in Fig. 12.

5.4. Comparison with analytic QCD calculations

The corrected data and the analytic prediction for various values of
the QCD scale, A, are illustrated in Fig. 13. The next-to-leading order
calculations reproduce the same general trends as are present in the data,
i.e. R increases with §; + £2 and is largest for £; =~ £;. The data tend to
support the next-to-leading prediction for a linear increase in R with £; +£,
which the leading order prediction does not cater for. In trying to fit R to
the data with each of the parameters, c; freely varying, poor x%/d.o.f. were
found and the values of A obtained were not consistent with one another.
This suggests that either the next, higher order terms are important (they
might be expected to have an effect of similar magnitude to the difference
between leading and next-to-leading predictions), or that the calculation is
incorrect.
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Fig. 13. Comparison of corrected data with NLLA analytic calculations, for various
QCD scales, A. Solid curves are next-to-leading predictions, dashed curve is leading
order prediction, for A = 255 MeV.

5.5. Comparison with coherent parton shower models
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Fig. 14. Comparison of corrected data with coherent, parton shower models.

Three coherent parton shower models are compared with the data, viz.
e JETSET [19], with string fragmentation,
s HERWIG [35] with cluster fragmentation, and
o ARIADNE [46] with a colour dipole formulation of the parton shower
and string fragmentation.

These models have been tuned to OPAL global event shape distributions
and consequently, there are uncertainties on the model parameters. Within
the uncertainties arising from the tuning procedure, there is no substantial
disagreement with the observed data.

5.6. Comparison with incoherent parton shower models

Having seen that the coherent parton shower models provide a rea-
sonable description of the experimental data, two incoherent models are
compared next, viz.
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e JETSET, no coherence, with string fragmentation,
o COJETS, two versions, with incoherent parton shower and independent
fragmentation.
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Fig. 15. Comparison of corrected data with incoherent, parton shower models.

These incoherent models do not describe the data particularly well.
However, JETSET and COJETS 6.20 may be regarded as describing the
data at least as well as the coherent HERWIG model. The possibility that
the correlation observed may be due to non-perturbative effects such as
Bose-Einstein correlation or resonance decays has been investigated using
the JETSET model. These studies indicate that these effects are not sig-
nificant. The fact that the JETSET O(a?) matrix element Monte Carlo,
which would only include a small fraction of any soft coherence effects, can
describe the data moderately well (when string fragmentation is used), im-
plies that much of the effect observed comes from the string hadronisation
in these models.

5.7. Summary and conclusions

This study presents for the first time two-particle momentum correla-
tions at small z, in ete™ annihilation. A positive correlation has been
observed in the data. There is some tendency for the data to support
the next-to-leading analytic calculation, but the calculations at the present
time do not truly describe the data. The arbitrary normalisation which
is an artifact of the LPHD hypothesis in the one-dimensional momentum
distribution cancels in the two-particle case. This distribution may there-
fore be regarded as a more stringent test of QCD than the corresponding
single-particle distribution.

The observed correlation is seen to lie significantly below the analytic
calculation for any reasonable value of A. Some similarity appears to exist
between the momentum spectra and the multiplicity distributions. In the



1130 N.K. WaTsoN

latter, the average multiplicity distribution (cf. one-particle momentum dis-
tribution) is well described by the next-to-leading calculation. In the case of
the second binomial moment of the multiplicity (cf. two-particle momentum
distribution), the next-to-leading calculation cannot be reasonably made to
fit the data.

It is concluded that higher order effects are absorbed into the hadro-
nisation process in the Monte Carlo models, allowing them to describe the
data (at the hadron level), even though they disagree with each other at
the parton level. Assuming that LPHD is a reasonable hypothesis to apply
to this distribution, and that the calculations are correct, it seems that yet
higher order terms will be required in order to improve the description of
the data.

6. Overall summary

This report has described a study in which the electric charge of quarks
and gluons are found to cause significant differences in the measured jet
charge distributions.

It has described a detailed analysis of a,(Mgzo) in which many observ-
ables have been used. All of the measured data can be consistently described
by a single value of the strong coupling parameter, a,, as predicted by QCD.
The dominant source of uncertainty is now theoretical and more resummed
and higher order calculations are required in order to improve upon the
current measurements.

Finally, a positive correlation has been observed in two-particle mo-
mentum distributions. There is some indication that the data supports the
predictions of the next-to-leading order LLA calculations,

I would like to thank the conference organisers for their hard work
and hospitality in running an enjoyable and stimulating conference, and
providing a friendly atmosphere in which to discuss physics.
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