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1. Introduction

In Refs 1], two of us (S.J. and B.F.L.W.) introduced the systematic
simulation of higher order radiative corrections by Monte Carlo methods
which realize the rigorous Yennie-Frautschi-Suura (YFS) [2] cancellation
of infrared divergences to all orders in a. The resulting approach to higher
order radiative corrections, which we refer to as the YFS Monte Carlo ap-
proach, yields event generators which then simulate the physics processes
under study to a well defined precision which can be systematically improved
by working to higher and higher order in the respective YFS expansion as it
is presented in [2], for example. In particular, the original implementation
was in context of high precision Z° physics at LEP/SLC. More recently,
we have extended [3] the YFS Monte Carlo approach to physics processes
of interest to the SSC/LHC type devices. In what follows, we present the
current status of the YFS Monte Carlo approach to higher order radiative
corrections relative to the respective Z® and SSC/LHC physics applications.

1, Ok,

Fig. 1. The process ete” — ff+ n(y). Here, the 4momentum of A is P4, A =
e, &1, f, where f is a fundamental SUzp, x U; x SU(3)° fermion. The 4-momentum
of photon v; is kg, i =1,...,n.

More specifically, in Refs [1], two of us (S.J. and B.F.L.W.) introduced
the YFS Monte Carlo approach to high precision Z° physics for the basic
processes eTe™ — ff 4+ n(7), where f is a fundamental fermion in the stan-
dard SU,g, x Uy x SU(3)® model [4], as we illustrate in Fig. 1. The cases
where f is and is not the electron resulted in two different realizations of
our YFS Monte Carlo methods [1], one via the event generator YFS2 [5]
which treats the latter case and one via the event generator BHLUMI1.xx
[6], which treats the former case. We recall that, in the high precision Z°
physics, the case where f = e in Fig. 1 has some special significance; for, in
that case, at low angles, the respective cross section is used to monitor the
LEP/SLC luminosity. Since this luminosity enters into all cross sections at
LEP/SLC, the radiative corrections to it are extremely important. For this
reason, the pure initial state n(y) event generator YFS2 was supplemented
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by an entirely new event generator, BHLUMIL.xx, which treats initial, fi-
nal and initial-final interference n(y) radiation via our rigorous YFS Monte
Carlo methods. We emphasize that in the LEP/SLC luminosity process,
there is no dominant narrow resonance effect to suppress initial-final inter-
ference effects and that the highly restrictive phase space of the luminosity
acceptance means that even final state radiative effects are important at the
desired level of precision. For reference, we note that the original precision
of the pure initial state n(y) event generator YFS2 was < 0.1% whereas
the original precision of BHLUMI1.xx for the LEP /SLC luminosity process
was 1%. As we explain in what follows, recently we have realized 0.25%
precision on the pure QED corrections to the LEP/SLC luminosity process
in version 2.01 of BHLUMI [7]. The advent of a new generation of luminos-
ity monitors at LEP [8] has enabled the experimental precision on o, the
luminosity cross section, to reach 0.19% in the ALEPH Collaboration, for
example. Accordingly, we comment below on the impending next level of
precision which we expect to reach with version 4.xx of BHLUMI.

The fundamental basis of our approach to higher order radiative cor-
rections is then the two key results of YFS in Ref. [2]. Referring to Fig. 1,
YFS have shown that the virtual infrared divergences associated with the
amplitude M(™) depicted therein may be represented as

M) = e=aByes 57, (1)
2

and that the real infrared divergences attendant to the cross section associ-
ated with the process depicted in this same figure are represented by

| M(™) 2= e=2oReBYrs[§ypg(ky)...Syrs(kn)Bo + - .-+ Bn(kyy. .., kn)(] ,)

2
where the virtual infrared function Byps and the real infrared emission
function Syps are both well known [1, 2] explicitly from

Bowe = 71 / d*k 2Pk -2P:tk 2+
YFS = 373 | (k% = A2 + ie) k2 4 2kP, +ic  k® —2kP; +ic]
(3)

and

k< Kmax Bk P P \?
5 - 5
Syrs(k) = ar2 / (k2 + A2)1/2 ((Pék Pek) e ) @)

where A is our infrared regulator mass and Kpmax is our soft photon energy
resolution parameter — it can correspond to a detector resolution parameter
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for such soft photons for example. We cannot emphasize too much that no
physical cross section can depend on Ky,ax. The important facts are that
mg-n) have no virtual infrared divergences to all orders in a and that the
fundamental hard photon residuals 3,, have neither virtual nor real infrared
divergences to all orders in a [2]. The immediate consequence is that the
cross section associated with the process in Fig. 1 can be represented as [2]

_ o20ReByps+2aB
oyps = e" TS TYFSTEAEYES Z/H (2:)4
i N k;—Py—Pj A d*P dP
x e ¥(PetPe=).; kj—Py !)+Dypsﬂn(k1,- kr) pof Po » (8)
! f
where we have defined
k< Kmax
. d3k
2aByrs = / TSYFS(’C) (6)
and &3k

We emphasize that (5) is independent of the parameter Kmax. It is the
formula (5) that has been realized via Monte Carlo methods in Ref. (1] for
the first time, wherein the result in [9] was used in a fundamental way. This
realization then gave the first ever multiple photon amplitude based event
generators in which the cancellation of infrared singularities is effected to
all orders in a.

In particular, the way to high precision Z° physics was greatly facilitated
by our YFS Monte Carlo based approach to higher order radiative correc-
tions: (a) the physical 4-vectors of the n(y) system in Fig. 1 were available
on an event-by-event basis from the generator; (b) arbitrary detector cuts
can be easily accommodated in the generator by simple rejection methods.
Hence, the results in Refs [1] corresponded to the first ever realistic high
precision n(7y) radiative corrections for Z° physics.

What we wish to do in this discussion is to present the current perspec-
tive on the YFS Monte Carlo approach to higher order radiative corrections
to SU(2)1, x Uy x SU(3)¢ Standard Model processes. We focus on high preci-
sion Z% physics and on precision SSC/LHC physics. In the former area, we
address the current status and outlook for our YFS Monte Carlo realization
of the processes ete™ — ff + n(y), f # e, and ete™ — ete™ + n(y), (oc
at LEP/SLC), whereas in the latter area we discuss the current status and
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outlook for our extension of our YFS Monte Carlo methods to the realiza-
. (=), i S =),
tion of the processes g+ 4' — q"'+ 4" +n(y),p+p — q+ 4" +n(y)+ X

and q + (q)' - q" + (q)'" + n(G), where G is a QCD gluon and (q)[""""]
are (anti-)quarks. The high precision Z° physics is presented in the next
section; the precision SSC/LHC physics is presented in Section 3. Section
4 contains some summary remarks.

2. High precision Z° physics

“In this section, we present the current status and outlook for our YFS
Monte Carlo realization of the higher order radiative corrections to the basic
processes relevant to high precision Z° physics. We begin with the process
ete™ = f4f +n(y), where f #e.

The practical implementation of the YFS2 event generator for the
LEP/SLC physics of the processes ete™ — ff + n(y), f # e, has been ef-
fected via the program KORALZ3.8 {10], wherein three of us (S.J., B.F.L.W.
and Z.W.) have integrated YFS2 with the O(a) electroweak radiative cor-
rection libraries of Bardin et al. [11] and of Hollik [12], where in the case that
f = 7 the tau decay module Tauola [13] is also included. The result is that
KORALZ3.8 is the unique multiple photon event generator with the YFS
n(v) initial state radiation from YFS2, 1v final state radiation and O(a)
pure weak corrections. The respective QED corrections are then accurate
to < 0.1%. The typical set of Feynman graphs treated by KORALZ3.8 is
illustrated in Fig. 2; it is now in wide use at LEP/SLC.

Fig. 2. Multiple photon radiation from the initial state and single photon radiation
from the final state in the presence of pure weak one-loop corrections in eg — {'f'+
(n + 1)y, with the same kinematical conventions as those in Fig. 1.

For example, consider the case when f = 7 in Fig. 2, so that we have
the process ete™ — 77 + n(y). There is available as a LEP observable the
fundamental 7 polarization asymmetry A;ol, whose Born level expected
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value is

r _ 20:0r
pol ™ 42 | 42

(8)

when a, and v, are the respective axial-vector and vector couplings of the 7
to the Z°. The initial state radiation shifts A7, by 1.7% at the Z° peak and,
using KORALZ3.8, we control this shift to < 0 07%. The measured value
of ATOl is an important part of the high precision Z° physics tests of the
Standard Model and KORALZ3.8, by providing realistic event simulations
of the respective Z° production and decay processes, plays an essential role
in the respective data analysis and interpretation [14].

Recently we have developed two new directions in our YFS2-based re-
search. We will now describe these two directions in turn.

First, two of us (S.J. and B.F.L.W.) have extended the YFS2 program
to include multiple final state radiative effects in our YFS Monte Carlo
framework, as illustrated in Fig. 3. The resulting Monte Carlo event gen-
erator is the program YFS3 [15] and describes the realistic event-by-event
simulation of both initial state and final state n(7y) radiative effects in the
processes ete™ — ff + n(v), f # e. YFS3 has already found wide use at
LEP.

Fig. 3. Multiple photon radiation from the initial state and the final state (pure
weak effects may be present in the underlying interactions) in e& — f'f' + (n + 1),
with the same kinematical conventions as those in Fig. 1.

To illustrate this use, consider the recent excitement generated by the
L3 observations [16] of the processes ete™ — £ + v, where £ is a charged
lepton and one focuses on large values of the M., the yv invariant mass.
The comparison of the L3 data with our absolutely normalized YFS3 pre-
diction for the M., distribution is shown in Fig. 6 of Ref. [16]. At the time
of this plot, the clustering of events near M.,., = 60 GeV represented a 0.1%
fluctuation above the YFS3 prediction when due account is taken of accu-
racy of the YFS3 result in the respective region of vy phase space. Recently,
all LEP collaborations have searched for similar events as those found by
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L3 and have used YFS3 in assessing their findings [17]. The conclusions are
currently that the significance of the clustering near M., = 60 GeV is that
of a ~ 2% fluctuation and that more data are needed to definitively clarify
the situation.

Secondly, we note that three of us (S.J., B.F.L.W. and Z.W.) are de-
veloping version 4.0 of KORALZ [18] which combines the program YFS3
with KORALZ3.8 so that one has YFS Monte Carlo simulation of both ini-
tial and final state n(y) radiative effects in the presence of the pure weak
O(a) radiative corrections libraries of Bardin et al. [11] and of Hollik [12]
as well as access to the 7 decay library Tauola [13]. This program is in its
testing stages and will be available for public distribution in the near future
[18]. We expect KORALZ4.0 to have even wider use than version 3.8 at
LEP/SLC in view of the recent interest in final state radiation at LEP [19].

Turning next to the important LEP/SLC luminosity process ete™ —
ete™ + n(v), we note that four of us (S.J., E.R.-Was, B.F.L.W. and Z.W.)
have recently published (7] and distributed version 2.01 of the YFS Monte
Carlo program BHLUMI. The main result of this new version of BHLUMI
is that the LEP/SLC luminosity process is simulated to 0.25% precision
insofar as the QED radiative effects are concerned. The contribution from
the v — Z9 interference effect is treated as the lowest order and recent work
by Beenakker and Pietrzyk [20] gives an additional effect of ~ 0.2% for the
O(a) correction to this interference at s = M2, for example. In our original
error analysis for BHLUMI, which is given in Table 2 of the second paper
in Ref. [7], we estimated the size of this correction to be bounded by 0.03%,
somewhat lower than the result in Ref. [20]. Accordingly, until we incorpo-
rate the correction into BHLUMI, one may conservatively add an additional
error of 0.2% in quadrature with the pure QED error of 0.25% quoted in
Ref. [7] to get a total precision of 0.3% for the LEP/SLC luminosity cross
section as calculated by BHLUMI2.01 for the typical LEP/SLC scattering
angle acceptance of ~ 3% — 6%, for example, at s = M%o. This is the highest
precision ever achieved in a calculation of low angle Bhabha scattering at
high cms energies. BHLUMI is in wide use at LEP/SLC; it opens the way
to 0.1% tests of the Standard Model in Z° physics.

Indeed for the 1991 LEP data, the 0.3% accuracy on BHLUMI2.01 was
quite adequate; for, the smallest experimental error on the respective lumi-
nosity cross section was that of the ALEPH Collaboration and was 0.45%
[21], so that the error on BHLUMI’s result was still small compared to
that of the experimental results. For the 1992 data, the situation has been
changed by the advent of a new class of luminosity monitoring devices at
LEP whose aim is to reduce the experimental error to the 0.1% or below
regime — this is what one really needs for 0.1% precision Z° physics. Indeed,
already the ALEPH Collaboration [22] has reported that its new luminos-
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ity monitor, with an acceptance of 1.4%-3.3%, has allowed it to achieve the
experimental systematic error of 0.152% for its luminosity cross section in
the 1992 data. This means that the precision of BHLUMI needs to be im-
proved to the 0.05% regime in the near future so that the theoretical error
on the luminosity cross section will not prevent 0.1% comparison between
the Standard Model predictions and the experimental observations in high
precision Z° physics. Accordingly, we are now in the process of making the
improvement in BHLUMI [23].

Specifically, referring to Table 2 in the second paper in Ref. [7], we see
that the higher order corrections to the bremsstrahlung process are a large
part of the error in the BHLUMI2.01 cross section. Recently, three of us
(8.J., B.F.L.W. and S.Y.) have computed [24] the exact result for the two
photon bremsstrahlung process ete~™ — ete™ 4+ 2. This result allows us to
remove the error due to the missing bremsstrahlung corrections as quoted in
Table 2 of the second paper in Ref. [7]. Similarly, the missing corrections for
the pairs production listed in the latter table (hereafter referred to as Table
2) have recently been computed [25] by three of us (S.J., M.S. and B.F.L.W.)
and are currently being implemented at the level of a Monte Carlo. This
then allows us to remove the errors due to soft pairs in BHLUMI2.01. The
error listed for the Z® exchange effect in Table 2 has been discussed above;
the effect is computed in Ref. [20] in detail and we are currently checking
[26] the respective result. Hence, this will allow us to remove the error due
to the Z° exchange effect from BHLUMI2.01.

Finally, we note that the smaller acceptance of the new luminosity moni-
tors compared to the older ones will reduce the error due to hadronic vacuum
polarization in Table 2 to below 0.05% [22]. This means that, in view of the
improvements just described for the other errors in Table 2, the total pre-
cision in the respective impending new version of BHLUMI, which we will
call version 4.00, will be indeed ~ 0.05%, as desired. Implied in this latter
statement is the ability to check both the physical and technical precision of
the respective implementation of the hard photon residuals 3;, i = 0,1,2 to
the < 0.02% precision level. Here the primary physical effect needed which
is not readily available in the literature is the exact O(a) correction to the
single bremsstrahlung process [27], where the original work in [28] is not
sufficient because it is not completely differential, for example. Recently, a
sufficient accurate version of the required result has appeared [29]; our exact
expression should be available soon as well. (We need to mention that very
useful work by the authors in Ref. [30] on the O(a?) virtual corrections
to low angle Bhabha scattering is now available for checking our work on
the analogous corrections to B5. The work in Ref. [29] is also useful in this
regard.)

We conclude that high precision Z° physics at the ~ 0.1% level is near
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and that our YFS Monte Carlo methods have played and will continue to
play a significant role in that physics. We turn now to the extension of these
methods to LHC/SSC processes. This is the subject of the next section.

3. Precision SSC/LHC physics

In this section we discuss the extension of our YFS Monte Carlo meth-
ods to precision SSC physics issues. We shall discuss both multiple pho-
ton effects and multiple gluon effects in this context. We begin with mul-

(=) (=)
tiple photon effects in the processes q + 4 ' — q” + 9 ' + n(y) and

P+p— q+(q)'+X.

Specifically, in [3] five of us (D.D., S.J., Ch.S., G.S. and B.F.L.W.) have
effected the extension of the YFS2 Monte Carlo calculation in [2] to the
basic fermion-(anti)-fermion scattering processes at SSC/LHC energies in
the SDC/GEM type acceptances. This extension of YFS2, which we denote
by SSCYFS2, then allows the event-by-event realization of multiple photon
radiative effects in the SSC/LHC environment at the level of quarks, where
the cancellation of the respective infrared divergences is effected to all orders
in a. The details of the extension may be found in {3]. Here, we emphasize
that, due to the lack of a prominent resonance in the underlying QCD
processes, the background MC [2] in SSCYFS2 had to made significantly
different from that in YFS2 in order to maintain a reasonable rejection
efficiency. In addition, the numerical work in SSCYFS2 had to be improved
over that in YFS2 in order to control machine rounding errors. We want
to emphasize that the fundamental running quark masses play the same
role in SSCYFS2 that the electron mass plays in YFS2: they determine
the probability to radiate in the initial state of the underlying QCD hard
processes via the usual formula

2an

\/3
BRI g
where Q¢ and my are the electric cha.rge and rest mass of the fermion f when
the electric charge is measured in units of the positron charge. It is in this
way that SSCYFS2 controls the absolute normalization of multiple photon
radiative effects at the quark level in SSC/LHC processes.

We illustrate the capabilities of SSCYFS2 in Fig. 4 and 5 for the pro-
cesses u + u — uu + n(7) at /s = 40 TeV (entirely similar results hold for
v/s = 6.7 TeV [3]). What we show in Fig. 4 is the photon multiplicity for
the SDC and GEM acceptance || < 2.8 for photon energies E, > 20 MeV
in the cms system. We see that the average number of such photons per
event is

Pk > ko) =

(n,) = 0.85 £ 0.92. (10)



254 B.F.L. WARD ET AL.

Photon Multiplicity
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Fig. 4. Photon multiplicity in u+u — u+u+n(y) at /s = 40 TeV. Similar results
hold for /s = 6.7 TeV [3].
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Fig. 5. v-distribution for u + u — u + u + n(y) at /s = 40 TeV. Similar results
hold for /5 = 6.7 TeV [3].
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Similarly, in Fig. 5 we show the v = (s — s'})/s distribution for the same
SDC/GEM acceptance. The respective average value is

(v) = 0.05 + 0.09. (11)

Thus in both figures, we see that these n(y) effects must be taken into
account for precise SSC/LHC physics simulations.

The discussion of n(7y) effects at the quark level allows a natural ex-
tension of such effects at the hadron level. We can effect the corresponding
extension either in the usual parton model or in the amplitude-based method
of Lepage and Brodsky [31]. Here we discuss the former approach; the latter
approach will be taken-up elsewhere [32]. Specifically, in Ref. 3], we have

(=)
used the standard parton model formula for the process p+p — q+ 4 '+X
so that respective cross section is represented as

U=/ZDj(zl)Dj’(z2)"YFS(zl223)d¢1d5¢2, (12)
i

where D; are the usual parton distribution functions and z; are the respec-
tive light cone momentum fractions of partons j and j'. Using SSCYFS2 for
the cross section oyps in (12), we have realized the RHS (right-hand side) of
the last equation via Monte Carlo methods in the program SSCYFSP (3]. In
this way, we get the results in Figs 6 and 7 for the number of radiated pho-
tons and that v-distribution, respectively. We see that the corresponding
average values of n, and v are, for /s = 40 TeV,

(ny) = 0.133 £ 0.369 (13)

and
(v) = 0.018 + 0.067. (14)

Thus, we again conclude that the multi-photon effects must be taken into
account for precise SSC/LHC physics simulations, such as those required to
assess the discovery prospects for the Higgs particle of intermediate mass
via the decay H — 77, for example [32].

While the n., effects are significant, clearly the dominant radiative ef-
fects in SSC/LHC physics are due to gluon radiation. In this latter context,
with an eye toward precision SSC/LHC physics, recently we have shown [33]
that the YFS theory can be extended to soft gluons in QCD. Specifically,
from the graphs in Fig. 8 for the process (the relevant kinematics is summa-

- (-)
rized in the figure) q + (q)’ — q+ 49'+ (G), we follow the prescription of
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Fig. 6. Photon multiplicity in p+p —q+ 4 '+ X + n(y) at /s = 40 TeV.
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Fig. 7. v-distribution in p+p — q+ 4 '+ X + n(y) at /s = 40 TeV.
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(b) O(«,) virtual correction; (c) C{a,) bremsstrahlung process.

YFS for the QCD analogue of the YFS real and virtual infrared functions
Byrs and Byfs, respectively. We get [33] for QCD the results

Bqep =

i &'k 2p1 + & 22—k \?
(873) / (k2 —m% + ie)[ F('c’ +2k-py+ie k2 - 2k-p2 + ie)
2(2p1 + k) - (2p2 — k)
*(k% + 2k - py + ic)(k? — 2k - py + ie)

+ AC
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2q1 + k 22 -k \?
k2 +2k-q1 +ic k2 —2k.gqp +ic
2(2q1 + k) - (2¢2 — k)

S(k2 + 2k - gy + i) (k2 — 2k - g2 + i€)
LC 2p2+k 202tk 2
F\k? ¥ 2k-ps+ic k2 +2k-q2 +ic
2(2g2 + k) - (2p2 + k)

(k2 + 2k - g2 + i€)(k2 + 2k - pa + i¢)

2p1 + k 2q1 + k 2
+CF( r1 + Q1+ )

+CF(

+ AC

- AC,

k2+2k-py +ic k2 +2k-q +i€
2(2p1 + k) - (2q1 + k)

(k% 4 2k - py + ie)(k2 + 2k - g1 + i€)

_CF( 21tk 2ptk )2
k2 +2k-py +ie k2 +2k.q2 +ic
2(2p1 + k) - (2¢2 + k)

— AC}

A
+ Cu(k2+2k°p1+i€)(k2+2k-q2+i€)
_c 2atk Wtk )2
F\k? ¥ 2k.q1 +ic k2 +2k-p; +ic
2(2q1 + k) - (2p2 + k)
15
+AC"(k2+2k-ql+ie)(k2+2k-pz+ie) (15)
and
. B3k -
2a,Bqcp =/-’;;—SQCD(IC) (16)
with
Q 47?2 P1-k @k k-pik-q
2 2
P2 q2 2p2 - q2 P P2
+c( __...) —AC—————+C( _ )
F\ps £ q2-k ‘kop2k-q2  T\pi-k p2-k
2p1 - p2 ( Q1 9 )2 201 q2
~ac, 2R _Lc - —AC, P12
*k-p1k-p; gk g2k *k-qik- g2
2 ! 2
Q1 P2 2q1 - p2 92 P1
_¢ _ ) +ACu———C( _ )
F(ql-k p2-k k-qik-p2 Fl\ez k p1-k

2¢2-;1
—_— 1
+ACuk'92k'P1}’ (17)
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where Cr = 4/3 = quadratic Casimir invariant of the quark color represen-
tation, mq is a standard infrared regulator mass and

1 qq lncormng 3
46 = { 1/6 qq lncormng ACi 3/2, and

_ J-5/2, qq' incomingg
ACy = {—5/3, qd' incoming ’ (18)
and we always assume an SDC/ GEM trigger such that |q?| = |(p1—q1)?| >
AQCD and 19 2[ = l(Pz - 92) [ > AQCD
The important fact is that graphs (v)-(vii) in Fig. 8b and (v) in Fig. 8¢
do not contribute to the infrared singularities in the respective cross sections.
More important is the fact that

SUM[R(QCD) = 2a,ReBQcD + ZQ,EQCD(Km.x) (19)

is also infrared finite: for my = my = m, for example, we get

q

SUMR(QCD) == 3 (~1)"(CrBuar(4) + AC4Bl(4)),
A={s,t,u,s t" u'}
(20)
where
o (2Kmax\? |A] ) |A] w2
Bcot(A)—log( IAI) (h‘(mz) +2ln - +0(A) (21)
and ! '
0, A=s,s,tt
p(A)={1, A (22)

(The general expression for (20) with mg # my can be infrared from Refs
[1, 2, 34] and [35] and it is in agreement with the infrared cancellations in
(20).) Thus, for soft gluons with wavelengths > 1/4Aqcp, we find that we
may carry through the methods of YFS to QCD [36]. In concluding that we
can carry through the methods of Ref. [2] from (15)-(22), we are using the
same exponentiation algebra as that given therein, where the only difference
is that, here, each channel of the s,f and u channels has a different weight
in Bqcp and Bqcp which depends on Cp and C4 = 3, whereas in QED
corresponding weights only depend on the electric charges of the respective
interacting fermions. Alternatively, one can use the pioneering results of
Berends and Giele in Ref. [37] to conclude that the infrared radiation fac-
torizes in QCD so that our results (15)-(22) can be substituted directly into
the YFS exponentiation result. (Here, C 4 is the gluon Casimir invariant.)
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Specifically, our exponentiated multiple gluon cross section takes the
form

eSUMR(QCD) — e (P1+P2—91—92—Tk;)+D
dOexp = IR Z/H (21r)4 y(p1+p2—q1—q2~Lk; QCD
- d3qd3
*ﬂn(kl’ esy kn) —_ql_gz (23)
4192
and
d3k -
DQCD = TSQCD(k)[ - O(Kmax - k)] s (24)
Bo = do(1=1o0p) _ 2a,ReBqcpdos,
B = doB! — Sqop(k)dos, ..., (25)

where do{171°9P) js the O(a,) cross section for Figs 8a and b [38], doB!
is the cross section for Fig. 8c [39], and dop is the Born cross section for
Fig. 8a. Formulas for the remaining §, can be inferred from Refs [1, 2,
32, 34]; we show only the f3; relevant to exact O(a,) exponentiation for
the sake of pedagogy. Note that the dummy parameter Ky,ax may corre-
spond to an experimental detector resolution for soft gluon jet energies; we
emphasize that (23) is independent of Kmax, in complete analogy with the
corresponding circumstance in QED.

The hard gluon residuals 3, in (23) can be improved via the usual
renormalization group methods in complete analogy with the renormal-
ization group improvement of the QED YFS hard photon residuals 3, in
Ref. [34]. This follows from the fact that QCD, like QED is a renormaliz-
able quantum field theory, which is perturbatively calculable so long as the
relevant momentum transfer squared is large compared to AéCD' This lat-

ter requirement is satisfied for (23), where we have in mind the SDC/GEM
acceptances at the SSC for /s = 40 TeV pp collisions. Following the ar-
guments in Ref. [34], we conclude that we get the renormalization group
improved version of (23) by making the substitutions in (23) (here we use
the standard notation [40] for the running masses m;()A) and the scaled
external momenta {Ap;})

A
BalMBil; miy22) = NPT Bu((peks mi(N), a (W) exp |- [ A
’ (26)
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where D is the respective engineering dimension of the amplitude from
which B, is constructed and v is the anomalous dimension of the am-
plitude [40]. (We allow that a finite renormalization group transformation
may have been used to implement Weinberg’s renormalization group op-
erator at a convenient off-shell point and to return our amplitude to the
mass shell thereafter.) In this way, we arrive at the renormalization group
improved exponentiated multiple gluon theory which is entirely analogous
to the renormalization group improved YFS theory in Ref. [34] for QED.

The results (23) and (26) lend themselves to the same kind of Monte
Carlo event generator realization as did the theory in Ref. {34]. We have
constructed two such event generators from (23) and (26), one of which,
SSCBHLG, treats multiple gluon radiation from both initial and final states,
and the other of which, SSCYFSG, treats multiple gluon radiation from the
initial state only. These two Monte Carlo event generators will be discussed
in detail elsewhere [32].

We conclude this section by emphasizing that our multiple gluon Monte
Carlo programs SSCYFSG and SSCBHLG have a sound theoretical basis:
the way the precision SSC/LHC physics is now open. Indeed, we can report
for example the sample preliminary result from SSCBHLG that, for the
SDC/GEM type cuts, in the process u+u — u+u+n(G) for /s = 40 TeV,
the average number of gluons with energy greater than 3 GeV is (ng) =

15 — 30 per event. Clearly, these have to be treated properly to assess
SSC/LHC physics reliably.

4. Conclusions and outlook

What we have shown in our discussion is that the high precision Z°
physics is approaching the 0.1% regime, where we recall that the generic
weak loop effect is of size & =~ 0.23%. This means that ~ 2 107Z%’s at LEP
would be very useful in taking full advantage of this 0.1% regime for testing
the Standard Model. We therefore encourage the LEP experimentalists to
strive to achieve this level of detected Z°’s.

The high precision SSC/LHC physics is now possible for the n(y) effects,
at 0.1% precision, at the parton level using SSCYFS2 [3]. The analogous
results for pp scattering are available using SSCYFSP [3] with the usual
parton model dependence of the respective precision. We are working on
a realization of such results via the Lepage-Brodsky approach to hadron-
hadron processes which would reduce this latter model dependence of the
respective precision [32].

Precision n(G) SSC/LHC physics, at ~ 3% precision at the parton
level, is near, where G denotes QCD gluon. Here the precise extension to
the hadron level will involve the Lepage-Brodsky methods as well.
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We may, therefore, state that YFS Monte Carlo methods and their
extensions to QCD have a broad reach in Standard Model physics. This
reach may even take us beyond the latter model.

One of the authors (B.F.L.W.) is grateful to Prof. A. Bialas and the
Organizing Committee for giving him the opportunity to participate in the
XXXIITI Cracow School of Theoretical Physics. The authors have bene-
fited from the kind hospitality of Profs. M. Breidenbach, J. Dorfan and C.
Prescott of SLAC, of Prof. J. Ellis of the CERN TH Division, and of Profs.
W. Bardeen and F Gilman of SSCL at various stages of the development of
the material presented in the text.

REFERENCES

[1] See for example S. Jadach, B.F.L. Ward, Phys. Rev. D38, 2897 (1988); Phys.
Lett. B220, 611 (1989) and references therein.

{2] D.R. Yennie, S.C. Frautschi, H. Suura, Ann. Phys. (NY) 18, 379 (1961).

(3] D. DeLaney, S. Jadach, Ch. Shio, G. Siopsis, B.F.L. Ward, Phys. Rev. D47,
853 (1993); Phys. Lett. B282, 413 (1992); Phys. Lett. B302, 540 (1993).

[4] S.L. Glashow, Nucl. Phys. 22, 579 (1961); S. Weinberg, Phys. Rev. Lett. 19,
1264 (1967); A. Salam, in: Elementary Particle Theory, ed. N. Svartholm,
Almqvist, Forlag AB, Stockholm 1968, p. 367; D.J. Gross, F. Wilczek, Phys.
Rev. Lett. 30, 343 (1973); H.D. Politzer, Phys. Rev. Lett. 30, 1346 (1973); G.
’t Hooft, unpublished.

(5] S. Jadach, B.F.L. Ward, Comp. Phys. Commun. 56, 351 (1990).

[6] S. Jadach, B.F.L. Ward, Phys. Rev. D40, 3582 (1989).

[7] S. Jadach, E. R.-Was, B.F.L. Ward, Comp. Phys. Commun. 70, 305 (1992);
Phys. Lett. B268, 253 (1991).

{8] 1. Rander, talk presented at CERN, May 1993; D. Miller, private communica-
tion, 1993; F. Merritt, APS Spring Meeting, 1993.

[9] S. Jadach, MPI preprint, 1986.

[10] S. Jadach, B.F.L. Ward, Z. Was, Comp. Phys. Commun. 86, 276 (1991).

[11] A. Akhundov et al., Nucl. Phys. 276, 1 (986); D. Bardin et al., Z. Phys. C44,
493 (1989).

[12] W. Hollik, Fortck. f. Physik 88, 65 (1990).

(13] S. Jadach, Z. Was, R. Decker, J.H. Kuhn, Comp. Phys. Commun. 76, 361
(1993).

[14] See for example G. Altarelli, R. Barbieri, S. Jadach, Nucl. Phys. B369, 3
(1992); Nucl. Phys. B876, 444 (1992).

(15] S. Jadach, B.F.L. Ward, Phys. Lett. B274, 470 (1992).

[16] O. Adriani et al., Phys. Lett. B295, 337 (1992).

[17] G. Coignet, Proc. 1993 Lepton—Photon Conf., in press.

(18] S. Jadach, B.F.L. Ward, S. Yost, to appear.



Higher Order Radiative Corrections to... 263

[19] P.D. Acton et al., CERN-PPE-92-215, 1992; G. Alexander et al. Phys. Lett.
B264, 219 (1991); P. Abreu et al., Z. Phys. C58, 555 (1992).

[20] W. Beenakker, B. Pietrzyk, Phys. Lett. B296, 241 (1992).

[21] See for example: L. Rolandi, Proc. 1992 Rochester Conf., ed. J. Sanford, AIP,
New York 1992.

[22] See for example: J. Rander, F. Merritt in Ref. [8].

[23] S. Jadach, B.F.L. Ward, to appear.

{24] S. Jadach, B.F.L. Ward, S.A. Yost, Phys. Rev. D47, 2682 (1993).

[25] S. Jadach, M. Skrasypek, B.F.L. Ward, Phys. Rev. D47, 3733 (1993); UTHEP-
93-0301, 1993.

{26] S. Jadach, B.F.L. Ward, to appear.

[27] S. Jadach, M. Melles, B.F.L. Ward, S.A Yost, to appear.

[28] F.A. Berends et al., Nucl. Phys. B297, 429 (1988).

[20] V.S. Fadin et al., JINR-E2-92-577, Dec. 1992.

[30] G. Faldt, P. Osland, BERGEN-1993-05, May 1993 and references therein.

[31] G.P. Lepage, S.J. Brodsky, Phys. Rev. D22, 2157 (1980).

[32] D. DeLaney et al., to appear,

{33] D. DeLaney et al., UTHEP-93-0401, 1993.

[34) B.F.L. Ward, Phys. Rev. D36, 939 (1987).

[35] B.F.L. Ward, Phys. Rev. D42, 3249 (1990).

[36] There are a number of related partial results in the literature. See, e.g., J.M.
Cornwall, G. Tiktopoulos, Phys. Rev. Lett. 85, 338 (1975); Phys. Rev. D13,
3370 (1976); Phys. Rev. D15, 2937 (1977); J.M. Carrazone, E.C. Poggio, H.R.
Quinn, Phys. Rev. D11, 2286 (1975); Phys. Rev. D12, 3368 (1975); D.R.
Butler, C.A. Nelson, Phys. Rev. D18, 1196 (1978); C.A. Nelson, Nucl. Phys.
B223, 366 (1983); C.E.I. Canevio, J. Frenkel, J.C. Taylor, Nucl. Phys. B269,
235 (1986) and references therein.

[37] F.A. Berends, W.T. Giele, Nucl. Phys. B3183, 595 (1989).

[38] See for example: R.K. Ellis et al., Nucl. Phys. B173, 397 (1980); R.K. Ellis,
J. Sexton, Nucl. Phys. B269, 445 (1986); D.B. DeLaney et al., Ref. [32] and
references therein.

[39] See for example: F.A. Berends et al., Phys. Lett. B103, 124 (1981); R.K. Ellis
et al., Nucl. Phys. B173, 397 (1980); R.K. Ellis, J. Sexton, Nucl. Phys. B269,
445 (1986).

[40] See, e.g., S. Weinberg, Phys. Rev. D8, 3497 (1973).



