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We outline a method of deriving boost invariant dynamics for effective
particles in quantum field theory. The method is based on the similarity
renormalization group transformation for Hamiltonians in the canonical
light-front quantization scheme. The Hamiltonians are defined and calcu-
lated using creation and annihilation operators. The renormalization group
equations are written for a sequence of unitary transformations which grad-
ually transform the bare canonical creation and annihilation operators of
a local theory to the creation and annihilation operators of effective par-
ticles in an effective theory with the same dynamical content but a finite
range of energy transfers due to form factors in the interaction vertices.
The form factors result from the similarity renormalization group flow of
effective Hamiltonians. The regularized initial Hamiltonian and the renor-
malized effective Hamiltonians possess seven kinematical Poincaré symme-
tries specific to the light-front quantization scheme. Thus, the effective
interactions can be used to describe the constituent dynamics in relativisti-
cally moving systems including the rest and the infinite momentum frame.
Solutions to the general equations for the effective Hamiltonians are illus-
trated in perturbation theory by second-order calculations of self-energy
and two-particle interaction terms in Yukawa theory, QED and QCD. In
Yukawa theory, one obtains the generalized Yukawa potential including its
full off-energy-shell extension and form factors in the vertices. In QED, the
effective Hamiltonian eigenvalue problem converges for small coupling con-
stants to the Schrödinger equation but the typical relativistic ultraviolet
singularities at short distances between constituents are regularized by the
similarity form factors. In the second-order QCD effective Hamiltonian one
obtains a boost invariant logarithmically confining quark-anti-quark poten-
tial which may remain uncanceled in the non-abelian dynamics of effective
quarks and gluons.
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1. Introduction

This paper describes a boost invariant construction of effective Hamilto-
nians in quantum field theory. Physical states are assumed to be describable
by solutions to the Schrödinger equation with these Hamiltonians.

The Hamiltonians are derived by integrating first-order differential equa-
tions of the similarity renormalization group. The initial condition is pro-
vided by the regularized canonical light-front Hamiltonian of a local quan-
tum field theory with counterterms. The Hamiltonian acts in the Fock space
which is constructed by applying the canonical bare creation operators to
a vacuum state. The vacuum is annihilated by the corresponding annihila-
tion operators. Due to the light-front boost symmetry, this representation
of states is useful in a relativistic theory and the dynamics in any boosted
frame resembles dynamics in the infinite momentum frame.

The similarity renormalization group is defined in terms of running cre-
ation and annihilation operators. The running operators interpolate between
the bare ones in a local Hamiltonian and effective ones in the effective Hamil-
tonian. The effective operators are used for construction of the effective basis
states in the Fock space. The effective Hamiltonians are calculable term by
term using methods of successive approximations and perturbation theory.
One has to study the role of different terms in the effective Schrödinger
equation. Solutions include bound states.

One reason for the renormalization group to play an important role
in the Hamiltonian approach is ultraviolet divergences; the initial expres-
sions for bare Hamiltonians contain divergences of local field theory and
the divergences require renormalization. The most prominent example is
the canonical Hamiltonian of QED. Old-fashioned tree diagrams of Hamil-
tonian perturbation theory are finite and closely reproduce experimental
data. Renormalization problems appear when one sums over intermediate
states and the sum diverges. The divergences correspond to diverging loop
integrals in Feynman diagrams. However, the Hamiltonian approach greatly
differs from the Lagrangian diagrammatic approaches.

One apparent difference is that the sums over intermediate states involve
integrals over a three-dimensional momentum space while the integrals in
the Lagrangian calculus are four-dimensional. Although a connection ex-
ists for finite integrals which are not sensitive to cutoffs, the connection is
broken when the integrals diverge. In the Hamiltonian approach, we intro-
duce the effective Fock space basis and we construct Hamiltonians using
three-dimensional regularization and renormalization procedures. In the
Lagrangian approach, one directly calculates Green functions using four-
dimensional regularization and renormalization techniques. Equivalence of
the two approaches in diverging cases remains to be shown, especially when
the bound states are taken into account.
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Besides removing divergences, the renormalization group is useful in the
Hamiltonian approach because it introduces a hierarchy of scales. Phenom-
ena of different scales are dealt with in a certain order. This enables us to
solve problems involving many scales. Particle theories contain many, pos-
sibly even infinitely many different scales. Using the renormalization group
approach, we can start from the Hamiltonian of a basic theory that couples
all degrees of freedom of all scales and we can reduce the initial Hamiltonian
to an effective renormalized Hamiltonian in which the couplings between
degrees of freedom of vastly different scales vanish. Then, the couplings
between different scales are further reduced in the renormalization group
flow to obtain the effective Hamiltonian matrix which is sufficiently narrow
in scale so that its spectrum of eigenstates can be found in practice. The
similarity transformation is designed to eliminate all large changes of scale
by the effective interactions.

The different scales in the Hamiltonian renormalization group approach
are defined by different scales of momentum. The momentum scales are de-
fined using the relative momenta of interacting particles. The definitions will
be given in Section 2. Here we need to mention that the effective Hamilto-
nian of a small width contains interactions which couple particles of similar
energies only. The energy changes induced by the Hamiltonian are limited
by the running similarity renormalization group cutoff, denoted by λ. The
smaller is λ the smaller is the energy width of the effective Hamiltonian.
Exact results for physical quantities are independent of λ.

A number of model subspaces of the Fock space need to be considered
when one is solving for the spectrum of a field-theoretic effective Hamilto-
nian because the full space of states is too large for computations. Different
physical problems require different model subspaces. Working within a sub-
space of interest, one should secure that the results for physical quantities
are independent of the running cutoff λ. The cutoff independence can appear
only in a certain range of cutoffs that corresponds to the physical problem
and model subspace under consideration. However, once the cutoff indepen-
dence in the finite range is achieved, one expects to have solved the theory
in this range.

The following diagram will illustrate the situation.

1

H(∞, n, δ,∆) - H(∞, ñ, δ̃, ∆̃)
↓ ↓
↓ ↓

full ↓ ↓ limited
↓ ↓
↓ 2 ↓

H (λ, n, δ,∆) - H (λ, ñ, δ̃, ∆̃)
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In this diagram, the vertical arrows indicate evolution in the renormal-
ization group parameter λ which limits the relative energy transfers in the
interaction terms. It will be explained in detail in next Sections how the lim-
its are imposed. λ ranges from infinity in the initial Hamiltonian to a finite
value in an effective Hamiltonian. The Hamiltonians depend on additional
parameters n, δ and ∆.

n stands for the cutoff on the change of the particle number. It defines
the limits on the numbers of creation and annihilation operators that can
appear in a single Hamiltonian term. For example, the canonical expressions
for light-front Hamiltonians in local field theories of physical interest have
the number of creation and annihilation operators in a single term limited
to 4, and the particle number cannot change by more than n = 2.

δ stands for the infrared cutoff. For example, it may be the lower bound
on the longitudinal momentum carried by a particle that appears or disap-
pears in a single interaction.

∆ stands for the ultraviolet cutoff which defines the upper limit on the
relative transverse momentum of particles which can appear or disappear in
a single interaction.

The left branch of the diagram is marked “full” because it represents
the renormalization group flow calculated using the effective creation and
annihilation operators with no restriction imposed on the space of states.

The right branch of the figure is marked “limited” because it describes
the renormalization group flow in the bare model space which is limited
by parameters ñ, δ̃ and ∆̃. Imposing the limits is denoted by the arrow
marked 1. For example, ñ can limit the number of bare particles, δ̃ can
limit the bare particle momenta from below and ∆̃ can limit from above free
energies of the states which are taken into account.

The initial H(∞, n, δ,∆) contains counterterms which are constructed
using the condition that physical results have well defined limits when the
cutoffs n, δ and ∆ are relaxed. The construction of counterterms in per-
turbation theory will be discussed in detail in the next Sections. Once the
counterterms remove the regularization dependence from the effective dy-
namics the arguments n, δ and ∆ in H(λ, n, δ,∆) in the lower left corner
of the diagram are equivalent to their limiting values, n = ∞, δ = 0 and
∆ = ∞. Thus, H(λ, n, δ,∆) ≡ H(λ). One should stress that the infrared
regulator δ may still appear in the effective Hamiltonian if there are massless
particles in the theory. This is important in gauge theories.

Accuracy of the step denoted by the arrow 1 has to be checked by relaxing
the model cutoff parameters ñ, δ̃ and ∆̃ and measuring the resulting changes
in the spectrum of H(λ, ñ, δ̃, ∆̃). Naturally, these cutoffs may have to be
varied in a big range because they are introduced along the arrow 1 for bare
particles.
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The effective Hamiltonians at the bottom of the diagram, namely,
H(λ, n, δ,∆) and H(λ, ñ, δ̃, ∆̃) with energy transfers limited by finite λ,
are connected by the arrow marked 2. This arrow denotes the procedure of
introducing the small space cutoffs ñ, δ̃ and ∆̃ which enable us to approx-
imately solve for the spectrum of the effective Hamiltonian H(λ, n, δ,∆).
This time, however, the final computation cutoffs are introduced at the level
of the effective particles, not at the level of the initial bare particles.

The arrow 2 denotes the replacement of the whole effective Hamiltonian
matrix by a limited matrix. The procedure of obtaining the small matrix
will be discussed below. The spectrum of the small matrix may be very close
to the corresponding part of the spectrum of the full matrix because λ is
small (this will become clear later). The accuracy of the calculation must

be verified by relaxing the cutoffs ñ, δ̃ and ∆̃ and observing convergence of
results as in the case of the arrow 1 and branch “limited”. But now, it is
natural to expect that the cutoffs ñ, δ̃ and ∆̃ may have to be varied only in
a small range which corresponds to λ. Thus, a finite dynamical problem to
solve is defined.

The “full” renormalization group evolution is calculable using the method
described in this paper. The “limited” evolution can be calculated using
the matrix elements techniques introduced earlier by Głazek and Wilson in
Refs. [1] and [2] who drew on the work of Wilson [3,4]. The matrix elements
techniques were introduced for application to QCD [5]. Alternatively, one
can adopt Wegner’s flow equations for Hamiltonian matrix elements in cases
soluble with the energy-independent width λ [6, 7]. The present approach
can be viewed as a special case of the general similarity renormalization
group for Hamiltonians because the Hamiltonians we consider transform by
the same unitary transformations as our creation and annihilation operators.
However, by having defined the renormalization group transformation for the
effective creation and annihilation operators, we remove the need to consider
the model space dependence of the renormalization group transformation.

The transformation we describe in this paper is partly similar to the
transformation discussed by Melosh [8]. The important difference is that we
provide a dynamical theory of the transformation in a form applicable to
particles of different kinds. If one restricts attention to QCD, the boost in-
variant calculus is expected to help in establishing a connection between the
constituent quark model, Feynman parton model, and perturbative quantum
chromodynamics.

Both ways in the diagram which start from the initial Hamiltonian
H(∞, n, δ,∆) and go through the arrow 1 and the arrows “limited” (called
branch 1l) and the arrows “full” and the arrow 2 (called branch f2), lead to

a finite H(λ, ñ, δ̃, ∆̃). When calculations of some selected matrix elements
of the effective Hamiltonian are done in perturbation theory, both ways of
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going through the diagram are equivalent. For only a finite range of particle
numbers and momenta can be reached in a limited number of steps of size λ
starting from the finite values selected by the external states of the matrix
elements in question.

Differences arise when one solves for the spectrum of an effective Hamil-
tonian and when one attempts to vary the model space parameters ñ, δ̃ and
∆̃. In the “full” calculation, one obtains a single effective Hamiltonian which
one can solve in successively enlargeable model spaces. In the “limited”
calculation, the model space restrictions are imposed at the beginning and
they lead to an effective Hamiltonian whose action cannot be considered in a
larger model space without repeating the renormalization group calculation
in the larger space.

An explicit example of a difference between the two branches 1l and
f2 in the diagram above is provided in Ref. [9] which discusses a Tamm–
Dancoff (TD) approach analogous to the branch 1l (cf. Ref. [10]). In the TD
approach, there are restrictions on the particle number which naturally lead
to the sector-dependent counterterms as described in Ref. [9], for example,
for masses. On the other hand, in the procedure of the branch f2 no such
sector dependent counterterms arise. The present paper describes examples
of sector-independent mass counterterms.

Proportionality to different powers of the coupling constant helps in es-
timates of how important are different effective interaction terms and how
to choose the model space. Finding the basis which can span a good ap-
proximation to the full solution requires trial and error studies. This general
feature can be illustrated by the following 2 × 2 matrix

[

a+ bg2 gv
gv c+ dg2

]

.

This matrix is a model of the entire effective Hamiltonian matrix calculated
to second order in g including all couplings between all effective Fock sectors
as given by the “full” calculation. Thus, we have the Hamiltonian terms
order 1, order g and order g2. In a perturbative calculation using matrix
elements, which is focused on the upper sectors, one would calculate only
the terms a and bg2.

Assume that a and c are of the same order, and b and d are of the same
order, and calculate eigenvalues of the model matrix neglecting terms order
g4 and higher powers of g. For arbitrarily small g, the eigenvalues are given
by a and terms quadratic in g. No terms linear in g arise. The quadratic
corrections include contributions due to the term gv which couples different
sectors. The role of this coupling needs to be estimated. The presence of
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dg2 seems to be irrelevant because it couples to the upper sector through
the off-diagonal terms order g. Hence, it seems to contribute only in order
g4 to the eigenvalues.

It is well known that the above analysis is wrong in the case with degen-
erate diagonal matrix elements no matter how the degeneracy arises. For
example, consider the case of a finite g such that a + bg2 = c + dg2. The
eigenvalues are equal a + bg2 ± gv. They are linear in g instead of being
quadratic, for arbitrary v. The lowest eigenvalue eigenstate is a superposi-
tion of the upper and the lower sector instead of being dominated by the
upper one. In this example, the degeneracy is not visible until the term
dg2 is included in the calculation. As a second example consider the case
with degenerate matrix elements c and a + bg2 and d not included. The
simple non-degenerate perturbative expansion is again not applicable. But
the addition of the term dg2 can lift the degeneracy and make the simple
perturbative expansion work.

Corrections due to interaction terms such as gv may be additionally sup-
pressed for very small λ since the range of v in momentum variables is given
by λ. If λ is reduced in the renormalization group flow down to a number
on the order of some positive power of g then the resulting interaction can
contribute to the eigenvalues in the order implied by g and λ together which
is higher than g2. In addition, the effective interaction v may contain small
factors. For example, in the effective e+e−-sector of positronium, the emis-
sion of photons is proportional to the velocity of electrons which is order α,
on average. The interaction term gv which couples states with an additional
photon, plays no role in the eigenvalue in order α2 if the width λ restricts
energy changes to order α2melectron (cf. [11]).

Terms such as dg2 have been originally discussed in the light-front ap-
proach to QCD by Perry [12]. Heavy quarkonia are dominated by the
effective QQ̄ sector. Terms such as dg2 in other Fock sectors may lift up en-
ergies of effective gluons due to the non-abelian interactions to a sufficiently
high value so that the model Hamiltonian a + bg2 in the QQ̄ sector alone
may have eigenstates which approximate the full solution for heavy mesons.
The important observation made by Perry [12] in a frame dependent matrix
elements approach using coupling coherence is that the terms bg2 contain a
logarithmically confining potential. An analogous boost invariant logarith-
mic interaction term in the Fock space in our approach will be discussed in
Section 3.

The above diagram and the 2×2 matrix model illustrate the structure of
our similarity renormalization group approach to the light-front Hamiltonian
dynamics in quantum field theory. We summarize the steps here.
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The first step is the calculation of the effective Hamiltonian,

H(λ) = S†
λ,n,δ,∆ H(∞, n, δ,∆) Sλ,n,δ,∆ . (1.1)

S denotes the similarity transformation. Eq. (1.1) corresponds to the arrows
marked full in the diagram.

The second step is to solve the effective Schrödinger equation

H(λ) |ψ〉 = E |ψ〉 . (1.2)

H(λ) has the same dynamical content and eigenvalues as H(∞, n, δ,∆). The
eigenvalue E is independent of the width λ.

Equation (1.2) greatly differs from the eigenvalue equation for
H(∞, n, δ,∆). The major difference is that the dynamics of H(λ) has a
limited range on the energy scale and the Hamiltonian does not contain ul-
traviolet divergences. Therefore, one can attempt to solve the eigenvalue
problem scale by scale. Scattering processes are described by the same
Hamiltonian. Next Sections will give examples of two fermions scattering in
different theories.

Solutions to Eq. (1.2) provide renormalization conditions for the finite
parts of counterterms. A general method is necessary for reducing the full
eigenvalue problem to a manageable one. This step is marked by the arrow 2
in the diagram. In the case of the 2× 2 matrix model, this step corresponds
to the calculation of the model space Hamiltonian in the upper-left corner
of the matrix. The similarity renormalization scheme guarantees that this
step is free from ultraviolet divergences because the width λ is finite.

In the general case, one can apply the well known Bloch [13] technique
of calculating model space Hamiltonians. Suppose we want to evaluate a
model two-body Hamiltonian knowing H(λ) with λ < m, where m is the
effective one-body mass. We can introduce the projection operator P on the
effective two-particle sector with a limited center-of-mass energy. We also
introduce the operator R which generates the multi-particle and high energy
components of the eigenstates from their limited mass two-body part. By
assumption, R satisfies the conditions (1 − P )R = RP = R and PR =
R(1 − P ) = 0 and the equation (P + R − 1)H(λ) (P + R) = 0. Then, the
model two-body dynamics is described by the Hamiltonian [4]

H2 = (P +R†R)−1/2 (P +R†) H(λ) (P +R) (P +R†R)−1/2 . (1.3)

The same approach can be used for larger model spaces. The model space
is characterized by the parameters ñ, δ̃ and ∆̃ in the diagram. So, the
operation R depends on these parameters. But the resulting spectrum in
the range of interest should not depend on the model space boundary when
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the width λ is small and the model space contains the dynamically dominant
basis states in the selected range of scales. The heuristic Eq. (1.3) can be
applied in perturbation theory in the effective interaction even for sizable
coupling constants since the effective interaction strength is considerably
reduced by the similarity factors.

The scheme outlined above is still prone to the infrared regularization
dependence for massless particles. This is particularly important in gauge
theories. However, the effective Hamiltonian dynamics is expected to lead
to infrared convergent results for gauge invariant quantities. There is also
a possibility that new effective interactions are generated from the infrared
region and they bring in effects normally associated with a nontrivial vacuum
state [5, 14, 15]. We shall make comments on the issue of long distance
phenomena in the present approach in Section 2.2 where we describe the
range of scales involved in the theory. The reader should refer to [5, 14, 15]
and [16] for discussions of the ground state, spontaneous symmetry breaking
and zero-modes problems.

The remaining part of this paper is organized as follows. Section 2 de-
scribes the Hamiltonian formalism in three subsections. Namely, Section
2.1 introduces the similarity renormalization group equations and describes
methods of solution, Section 2.2 describes regularization factors, 2.3 deals
with renormalization conditions. Section 3 contains examples of lowest or-
der applications of the formalism. Our derivation of the generalized Yukawa
potential is given in Section 3.1. Section 3.2 describes the Schrödinger equa-
tion for positronium in QED. Section 3.3 discusses a confining term for con-
stituent quarks in QCD. Section 4 concludes the paper. The list of references
is focused on the similarity renormalization group approach to Hamiltonian
dynamics in the light-front Fock space. The reader should be aware of this
limitation. Examples of other approaches to quantum field theory in the
light-front form of dynamics can be found in Ref. [16].

2. Effective Hamiltonians

This Section is divided into three parts. The first part describes our
method of calculating effective Hamiltonians in the Fock space. The sec-
ond part presents our regularization scheme for initial Hamiltonians. The
last part discusses renormalization conditions and the effective eigenvalue
problem.

2.1. Similarity transformation

We construct a family of effective Hamiltonians in the light-front Fock
space. The family is parameterized by a scale parameter λ which ranges
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from infinity to a finite value. λ limits energy transfers in the interaction
terms.

The Hamiltonians are built of sums of ordered products of creation and
annihilation operators. The Hamiltonian labeled by λ is expressed in terms
of creation and annihilation operators which correspond to λ. We commonly
denote these operators by qλ. In addition, the creation and annihilation
operators carry labels of quantum numbers such as momentum, spin, flavor
or color. We will not indicate those numbers in the initial presentation,
unless it is necessary.

All Hamiltonians in the family are assumed to be equal. Thus,

Hλ1(qλ1) = Hλ2(qλ2). (2.1)

For λ = ∞, the Hamiltonians H∞ are expressed in terms of opera-
tors creating and annihilating bare particles, q∞. Hamiltonians H∞ can be
constructed from the canonical field theoretic expressions for the energy-
momentum density tensors.

Unfortunately, expressions for H∞ in local field theories are divergent.
They need to be regularized by introducing a bare ultraviolet cutoff which
we shall denote by ε. The ultraviolet cutoff ∆ from the previous Section
corresponds to Λ2/ε where Λ is an arbitrary finite constant which carries the
necessary dimension of a mass. The limit of removing the bare ultraviolet
cutoff will correspond to ε→ 0.

Hλ=∞ = Hε for all values of ε. For the limit ε→ 0 to exist the Hamilto-
nians H∞ must include a number of additional terms (called counterterms)
whose structure will be determined later.

H∞ may include an infrared regulator, generically denoted by δ. For
example, this is required in QED with massless photons and in QCD with
massless gluons. δ → 0 when the infrared regularization is removed. The
parameter δ is indicated explicitly if needed.

Our key assumption is that the particle degrees of freedom for all different
scales λ are unitarily equivalent to the bare particle degrees of freedom:

qλ = Uλq∞U
†
λ . (2.2)

This assumption says that the quantum numbers of bare and effective par-
ticles are the same for all values of λ. The following examples explain the
origin of this assumption. (1) Constituent quarks have the same quantum
numbers as current quarks. (2) We use the same quantum numbers for
photons and electrons independently of the kind of processes we consider in
QED or in related effective theories such as the nonrelativistic Schrödinger
equation with Coulomb potentials between charges. (3) Pions and nucleons
in nuclear physics have the same quantum numbers quite independently of
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what kind of interactions, pion-nucleon vertex form factors or other dynam-
ical assumptions one uses.

It follows from Eq. (2.2) that creation and annihilation operators for λ1

and λ2 are unitarily equivalent and connected by transformations of the form

Uλ1U
†
λ2

. The transformations Uλ1 or Uλ2 will depend on the bare cutoffs but

the transformation Uλ1U
†
λ2

for finite λ1 and λ2 will have to be finite in the
limit ε→ 0.

The transformation Uλ is defined indirectly through a differential equa-
tion of the type used in the similarity renormalization scheme for Hamilto-
nians of Głazek and Wilson [1,2]. That scheme was originally developed for
application to QCD [5]. Hamiltonians with labels λ1 and λ2 are connected
by integration of the differential equation from λ1 to λ2. Our guiding princi-
ple in writing the differential equation for effective Hamiltonians is that the

resulting interactions between effective particles with considerably different

scales of relative momenta are suppressed.
This principle has its origin in the following examples. (1) Emission and

absorption of short wavelength photons are not essential in the formation
of atoms. (2) Emission and absorption of hard pions by nucleons is not
important in nonrelativistic nuclear physics. (3) Constituent quarks have
moderate momenta and their effective dynamics seem to be independent of
the very hard gluon emissions. (4) High momentum transfer phenomena
are independent of the small momentum transfer effects such as binding. A
standard way of achieving this kind of picture in theoretical models is to
include form factors in the interaction vertices. The form factors quickly
tend to zero when momenta change by more then the size of a specific cutoff
parameter.

The cutoff parameter in the form factors sets the scale for allowed changes
of momenta. It determines the range or width of the interaction in momen-
tum space. That width is the origin of our scale λ which labels renormalized
effective Hamiltonians. Our similarity factors are analogous to the vertex
form factors which are commonly used in nonlocal models (see also Ref. [17]).
The large momentum transfer dynamics is integrated out through the simi-
larity renormalization group equation.

Boost invariance requires that the individual momenta of effective parti-
cles are not restricted because boosts change those unlimitedly. The Hamil-
tonian width restricts only relative momenta of effective particles. Also, the
larger is a relative momentum the larger change is generated by a boost.
Therefore, when the free energy of interacting particles in their center-of-
mass frame (i.e. the free light-front invariant mass) is much larger than λ
the immediate change of energy due to interaction is limited by the large
energy itself instead of λ. At the same time, this condition takes care of the
property of wave mechanics that strong interference occurs between waves
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of similar wavelengths within a range of wavelengths on the order of the
wavelengths themselves [3].

In our construction, strong dynamical interference effects for states of
similar free energies are made not to contribute in the derivation of effec-
tive Hamiltonians. For example, the similarity transformation is constructed
in such a way that only large energy denominators can appear in the per-
turbative calculations of effective Hamiltonians and small denominators are
excluded [1, 2]. Namely, only large free energy changes are integrated out.
In this approach, calculations of strong coherence effects for nearly degen-
erate states are relegated to a later step of solving for eigenstates of the
effective Hamiltonian. That step may be non-perturbative. For example,
the Coulomb potential of QED is formally of the first order in α and leads
to a variety of bound atomic structures beyond perturbation theory.

Our differential equations require a separation of the changes in creation
and annihilation operators from changes in coefficients in front of products of
the operators. In order to define this separation we assume that terms with
a large number of the operators in a product do not dominate or mediate
the effective dynamics of interest. If the latter assumption turns out to be
invalid our formalism merely provides a way to approach the resulting prob-
lems. The comment due here is that if the dynamics leads to spontaneous
symmetry breaking, or condensates, we will have a well defined renormal-
ized Hamiltonian theory to study those phenomena in the desired detail,
cf. Refs. [5, 14, 15].

The unitary equivalence of creation and annihilation operators at the
scale λ and at the infinite scale, i.e. those appearing in H∞ = Hε, together
with the equality of Hamiltonians at all scales imply that

Hλ(qλ) = UλHλ(q∞)U †
λ = H∞(q∞). (2.3)

We denote Hλ(q∞) = Hλ and obtain

Hλ = U †
λH∞Uλ. (2.4)

Thus, the effective Hamiltonian Hλ is obtained from the Hamiltonian Hλ by
replacing creation and annihilation operators for bare particles by creation
and annihilation operators for effective particles with the same quantum
numbers. The bare creation and annihilation operators are independent of
λ. One calculates λ-dependent coefficients in front of the products of q∞
in Hλ.

The differential equation for Hλ is [2]

d

dλ
Hλ = [Hλ,Tλ] , (2.5)
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where

Tλ = U †
λ

d

dλ
Uλ. (2.6)

Hλ has the following structure

Hλ = Fλ[Gλ]. (2.7)

Fλ[Gλ] denotes the similarity form factors in Hλ to be described below. Using
the unitary equivalence, we also have

Hλ(qλ) = Fλ[Gλ(qλ)], (2.8)

where
Gλ(qλ) = UλGλU

†
λ. (2.9)

A similar relation holds for Tλ(qλ) and Tλ since the latter is expressed in
terms of q∞.

The operation Fλ acts on the operator Gλ equal to a superposition of
terms each of which is an ordered product of creation and annihilation oper-
ators. The ordering is arbitrary but needs to be determined. We adopt the
order from left to right of creators of fermions, creators of bosons, creators
of anti-fermions, annihilators of anti-fermions, annihilators of bosons, anni-
hilators of fermions. At least two operators must appear in a product and at
least one creation and one annihilation operator must appear. No product
contains only creation or only annihilation operators. This is a special prop-
erty of light-front Hamiltonians. Hamiltonians in other forms of dynamics
do not have this property and lead to the necessity of solving the ground
state formation problem before other states can be considered because the
pure creation or annihilation terms produce disconnected vacuum dynamics.

The operator Gλ is divided into two parts, G1λ and G2λ. G1λ is a super-
position of all terms of the form a†a for a equal q∞ of any kind. In principle,
one could also include in G1λ some chosen terms with a larger number of
creation and annihilation operators, e.g. terms containing two creation and
two annihilation operators. However, plane-wave Fock space basis states are
not eigenstates of relevant operators of such type and we limit G1λ to terms
a†a to avoid the difficulty in present calculations.

G1λ becomes the effective free part of Gλ, denoted G1λ, after q∞ is re-
placed by qλ. The effective free Hamiltonian partH1λ is equal toG1λ because
G1λ is not changed by the operation F . Eigenvalues of G1λ are called free

energies.
The remaining part G2λ = Gλ − G1λ gives the interaction part of the

effective Hamiltonian Hλ. One replaces q∞ by qλ and obtains G2λ. Then,
one applies the operation Fλ which inserts the vertex form factors defined
as follows.
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Let the momentum labels of all creation operators in a single product
in an interaction term be k1, k2, ..., kI and the momentum labels of all anni-
hilation operators be k′1, k

′
2, ..., k

′
J . Each momentum has three components,

k+ ranging from 0 to ∞ and two transverse components k⊥ = (k1, k2), both
ranging from −∞ to +∞. The z-axis is distinguished by our choice of the
light-front. The sum of momentum labels of creation operators,

∑I
i=1 ki,

equals the sum of momentum labels of annihilation operators,
∑J

j=1 k
′
j. We

denote these sums by P = (P+, P⊥), (P+ is positive). Each k+ or k′+ is
a positive fraction of P+; xi = k+

i /P
+, 1 > xi > 0 and x′j = k′+j /P+,

1 > x′j > 0. We have
∑I

i=1 xi =
∑J

j=1 x
′
j = 1. We also define

κ⊥n = k⊥n − xnP
⊥ (2.10)

for all momenta in the Hamiltonian term.
∑I

i=1 κ
⊥
i =

∑J
j=1 κ

′⊥
j = 0.

These momentum variables appear standard but the way they are used
here is not. Namely, P is usually not equal to a total momentum of a physical
state. It characterizes the interaction term whose action redistributes P from
the set of momenta of the annihilated particles to the set of momenta of the
created particles.

Thus, each term in the Hamiltonian is characterized by P and two
sets of variables, XI = {(xi, κ

⊥
i )}i=I

i=1 for creation operators and X ′
J =

{(x′j , κ′
⊥
j )}j=J

j=1 for annihilation operators. For example, in a product of two
creation operators and one annihilation operator we have x1 = x, x2 = 1−x
and x′1 = 1. Also, κ⊥1 = −κ⊥2 = κ⊥ and κ′⊥1 = 0. P can be arbitrary and
the term in question replaces one particle of momentum P by two particles
of momenta xP + κ and (1 − x)P − κ for + and ⊥ components, κ+ = 0. It
is convenient to speak of P as a parent momentum and about the individual
particle momenta as daughter momenta. The parent momentum in a Hamil-
tonian term equals one half of the sum of momenta labeling all creation and
annihilation operators in the term. Each daughter particle carries a fraction
of the parent momentum. The parent momentum may be carried by one or
more particles.

The operation Fλ acting on a product of creation and annihilation oper-
ators produces

Fλ





I
∏

i=1

a†ki

J
∏

j=1

ak′

j



 = fλ(XI ,X
′
J )

I
∏

i=1

a†ki

J
∏

j=1

ak′

j
. (2.11)

The function fλ(XI ,X
′
J ) is a suitable function which represents our physical

intuition about form factors. The arguments of fλ are invariant with respect
to seven kinematical Poincaré transformations of the light-front frame. This
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feature results in the boost symmetry of our theory. We impose three con-
ditions on the function fλ.

The first condition is that fλ is expressible through the eigenvalues of G1λ

corresponding to the sets XI and X ′
J so that fλ equals 1 for small differences

between the eigenvalues and quickly goes to zero when the differences become
large. This is the basic condition of the similarity renormalization scheme for
Hamiltonians [1,2]. The width of fλ is set by λ. One can consider functions
fλ which depend on XI and X ′

J in a more general way than through the
eigenvalues of the free Hamiltonian but that option will not be investigated
here.

The first condition defines the effective nature of the Hamiltonian labeled
by λ. Namely, the effective particle states which are separated by the free
energy gap which is much larger than λ are not directly coupled by the
interactions. In other words, λ limits the free energy changes induced by
the effective interaction. Moreover, as a consequence of fλ ∼ 1 for similar
energies, 1 − fλ is close to zero for the similar energies and it vanishes
proportionally to a power of the energy difference. The higher is the power
the smaller is the role of states of similar energies in the calculation of
the effective Hamiltonian. This will be explained later. Consequently, the
higher is the power the smaller is the role of non-perturbative phenomena
due to energy changes below the scale λ in the calculation of the effective
Hamiltonian.

Thus, there is a chance for the full Hamiltonian diagonalization pro-
cess to be divided into two parts: a perturbative calculation of the effective
renormalized Hamiltonian and a non-perturbative diagonalization of that ef-
fective Hamiltonian. This is our factorization hypothesis in the Hamiltonian
approach.

The second condition is that both, 1−fλ and dfλ/dλ, must vanish faster
than linearly in the free energy difference. This condition is required to
exclude the small energy denominators in perturbation theory and will be
explained below. The second condition implies that 1 − fλ vanishes as at
least second power of the energy difference near zero.

The third condition is defined by saying that multi-particle interactions
(especially interactions that change the number of effective particles by
many) should not be important in the effective Hamiltonian dynamics which
is characterized by changes of energies below the scale λ. This may be pos-
sible if fλ as a function of the daughter variables approximates the shape

of one particle irreducible vertices which is characteristic to the theory un-

der consideration. Structure of Gλ depends on the choice of the function
fλ. Some choices will lead to more complicated effective interactions than
others. The best choices for the most efficient description of physical phe-
nomena at some scale λ are such that the effective particles interact in a
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way that is most easy to understand and which can be parametrized with
the least possible number of parameters over the range of scales of physical
interest. One can conceive variational estimates for the best choices of fλ

that minimize complexity of the effective Hamiltonians. For example, it is
clear that creation of effective particles will be suppressed when the width
λ becomes comparable to the effective masses of those particles.

To satisfy the first condition above in a boost invariant way we define
a boost invariant gap between free energy eigenvalues for effective particles
which is to be compared with the running cutoff parameter λ. The light-
front quantization scheme does not explicitly preserve rotational symmetry.
Nevertheless, it has been shown that if counterterms provide enough freedom
through their finite parts and multi-particle effects are suppressed one can
obtain rotationally invariant results [11, 18, 19].

The free energy eigenvalues relevant to a particular Hamiltonian term
with daughter variables XI and X ′

J are

I
∑

i=1

k⊥2
i +m2

i (λ)

k+
i

=
P⊥2 + M2

I

P+
(2.12)

and
J

∑

j=1

k′⊥2
j +m2

j(λ)

k′+j
=
P⊥2 + M2

J

P+
, (2.13)

where

M2
I =

I
∑

i=1

κ⊥2
i +m2

i (λ)

xi
(2.14)

and

M′2
J =

J
∑

j=1

κ′⊥2
j +m2

j (λ)

x′j
. (2.15)

The individual effective particle masses are allowed to depend on the effec-
tive Hamiltonian width parameter λ. We define the mass difference for a
Hamiltonian term to be

∆M2 = M′2
J −M2

I , (2.16)

and the mass sum to be

ΣM2 = M′2
J + M2

I . (2.17)

To be specific, we define details of the function fλ(XI ,X
′
J) introducing a

parameter zλ. Following the similarity renormalization scheme [1,2], zλ can
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be chosen in such a way that zλ is close to zero for ∆M2 small in comparison
to λ2 or ΣM2 and |zλ| is close to 1 for ∆M2 large in comparison to λ2 or
comparable to ΣM2. For example,

zλ =
∆M2

ΣM2 + λ2
. (2.18)

The definition includes ΣM2 to ease estimates in high order perturbation
theory, especially in the analysis of overlapping divergences [1]. The new
feature here is that the introduction of ΣM2 does not violate the light-front
boost invariance and basic cluster decomposition properties. fλ(XI ,X

′
J ) is

defined for the purpose of this article to be a function of z2n

λ , n ≥ 1, which
is analytic in the vicinity of the interval [0, 1] on the real axis, equals 1 for
zλ = 0 and quickly approaches 0 for zλ ∼ 1;

fλ(XI ,X
′
J ) = f(z2n

λ ) . (2.19)

For example,

f(u) =

[

1 +

(

u(1 − u0)

u0(1 − u)

)2m
]−1

, (2.20)

where 1 > u0 > 0 and m ≥ 1. The larger the exponent m the closer f(u)
approaches θ(u0 − u) for 0 ≤ u ≤ 1. Eq. (2.20) concludes our definition of
the operation Fλ.

The smallest possible value of ΣM2 in Eq. (2.18) is
[

∑I
i=1mi(λ)

]2
+

[

∑J
j=1mj(λ)

]2
. Thus, zλ is small for small positive λ2 when ∆M2 is small

in comparison to particle masses. Therefore, u0 must be much smaller than
1 to force ∆M2 to be small in comparison to ΣM2 when λ2 is small. One
can also force ∆M2 to be small in comparison to the particle masses by
making λ2 negative so that it subtracts from ΣM2 its minimal value. Then,
the mass difference is compared to the sum of kinetic energies due to the
relative motion only. It is also useful to limit the small mass differences

by choosing an infinitesimally small u0 and introducing λ2 = u
−1/2n

0 λ̃2.

Then, |∆M2| ≤ λ̃2 in the θ-function limit. In this case, the band-diagonal
Hamiltonian width becomes independent of the mass sum for as long as the
latter is small in comparison to λ2.

The infinitesimal transformation Tλ in Eq. (2.5) is defined as follows.
Eq. (2.5) is rewritten using Eqs. (2.8) and (2.9), into the form

H′ = f ′G + fG′ = [fG1,T ] + [fG2,T ] . (2.21)

The prime denotes differentiation with respect to λ. We have simplified the
notation of Fλ[Gλ] to fG. Three universal relations fG1 = G1 and (1−f)G1 =
f ′G1 = 0 are then used without saying.
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Equation (2.21) involves two unknowns, G and T . Additional condition
is required to define T . One recalls that if the interaction is absent, i.e.

when G2 = 0, then no evolution with λ may appear. Therefore, in the limit
of negligible interactions, both G′ = 0 and T = 0 . G′ should differ from zero
if and only if the interactions are important. The first term on the right-
hand side is order T since G1 contains terms independent of interactions. The
second term on the right-hand side is at least of second order in interactions.
The first term can be used as a seed for defining T through a series of powers
of the interaction.

We associate the derivative of G with the second term on the right-hand
side. The first term on the right-hand side and a part of the second term
which is left after the derivative of G is defined, together determine T . T is
defined through the commutator [G1,T ] using a curly bracket notation. We
write

A = {B}G1 (2.22)

when
[A,G1] = B. (2.23)

Subscripts of such curly brackets are often omitted in later discussion. Sup-
pose B contains a term which involves a product

I
∏

i=1

a†ki

J
∏

j=1

ak′

j
. (2.24)

Then, {B}G1λ
contains the same product (as a part of the same expression)

with an additional factor equal





J
∑

j=1

k′⊥2
j +m2

j(λ)

k′+j
−

I
∑

i=1

k⊥2
i +m2

i (λ)

k+
i





−1

. (2.25)

The sums of individual energies satisfy Eqs. (2.12) and (2.13), respectively,
and the factor (2.25) equals

[

∆M2

P+

]−1

, (2.26)

where P+ is the parent momentum for the product under consideration and
the mass difference is defined in Eq. (2.16). All terms in the operator B are
multiplied by the corresponding factors.

The factor (2.25) explodes to infinity when the denominator approaches
zero. Hence, for the operator A to be well defined, the coefficients of products
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of the form (2.24) in the operator B must vanish at least as fast as the energy
denominator itself when the denominator approaches zero. Therefore, our
definition of [G1,T ] is given in terms of an operator which has such property.
Eq. (2.21) is split into two equations as follows.

fG′ = f [fG2,T ] , (2.27)

[T ,G1] = (1 − f)[fG2,T ] − f ′G . (2.28)

Our second condition introduced below Eq. (2.11) on the functions
1–fλ(XI ,X

′
J ) and f ′λ(XI ,X

′
J ) guarantees that T is well defined and tends to

zero in the region of vanishing energy denominators because the right-hand
side of Eq. (2.28) vanishes at least as fast as the first power of the energy
differences.

Equation (2.27) is a first order differential equation. One has to provide
an initial condition to define a theory. The initial conditions are set in this
paper by canonical light-front Hamiltonians plus counterterms. The latter
are determined from the condition that the effective Hamiltonians have well
defined limits when the bare cutoff is removed. In other words, one has to
find the class of initial conditions at λ = ∞ which imply ε-independent Hλ’s
for all finite λ’s when ε→ 0.

A general iterative procedure for calculating the effective Hamiltonians
is analogous to the one from Refs. [1, 2]. However, instead of iterating two
coupled equations for Hλ and Tλ we base iteration on an equivalent single
equation for Hλ with an explicit solution for Tλ already built in. Simple
algebra and substitution of Eq. (2.28) into Eq. (2.27), lead to

d

dλ
Gλ =

[

fλG2λ,

{

d

dλ
(1 − fλ)G2λ

}

G1λ

]

. (2.29)

Equation (2.29) drives the renormalization group formalism in this paper.
Note that the right-hand side is given in terms of a commutator. Therefore,
the effective renormalized Hamiltonians contain only connected interactions.
This is essential for cluster decomposition properties of the effective Hamil-
tonians [20].

Equation (2.29) is of the form

d

dλ
Gλ = Tλ[Gλ]. (2.30)

The right hand side contains terms which are bilinear in the effective inter-
action strength. The initial condition for Eq. (2.29), or (2.30), is given at
λ = ∞: Gλ=∞ = Gε.
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With accuracy to the first order in powers of the interaction strength,
Gλ is independent of λ and Gε is equal to the initial regularized Hamiltonian

expression one intends to study, denoted by H
(0)
ε . In this initial approxi-

mation, H(0)
λ = f

(0)
λ G(0)

λ , where G(0)
λ = H

(0)
ε and f

(0)
λ is the similarity factor

calculated using eigenvalues of G(0)
1λ . H(0)

λ forms our first approximation to
the similarity renormalization group trajectory of operators Gλ parametrized
by λ.

Eq. (2.30) can then be written in the iterative form for successive ap-
proximations to the trajectory Gλ. Namely,

d

dλ
G(n+1)

λ = T
(n)
λ [G(n)

λ ]. (2.31)

This is an abbreviated notation for

d

dλ
G(n+1)

λ =

[

f
(n)
λ G(n)

2λ ,

{

d

dλ
(1 − f

(n)
λ )G(n)

2λ

}

G
(n)
1λ

]

. (2.32)

f
(n)
λ denotes a function of z

(n)
λ expressed through eigenvalues of G(n)

1λ , such

as in Eqs. (2.19) and (2.20). The initial condition is set by G(n+1)
∞ = G(n+1)

ε .
Thus, the solution is

G(n+1)
λ = G(n+1)

ε −
∞
∫

λ

T (n)
s [G(n)

s ]. (2.33)

G∞ contains the ε-regulated canonical Hamiltonian terms and counterterms.
The counterterms remove the part of the integral in Eq. (2.33) which diverges
for finite λ when ε→ 0. Matrix elements of the Hamiltonian of the effective
theory are required to have a limit when ε is made very small. The condition
that the necessary G∞ exists is the Hamiltonian version of renormalizability.
It does not require the number of counterterms to be finite, although a finite
number has the clear advantage of simplicity.

The part of the integrand in Eq. (2.33) which leads to the divergence

is denoted by
[

T
(n)
s [G(n)

s ]
]

div
, and the remaining part by

[

T
(n)
s [G(n)

s ]
]

conv
.

G(n+1)
ε contains the initial regulated Hamiltonian terms and counterterms.

The counterterms in G(n+1)
ε are discovered from inspection of F

(n+1)
λ [G

(n+1)
λ ]

dependence on ε when ε→ 0 in the absence of counterterms.

Note that F
(n+1)
λ [G

(n+1)
1λ ] = G

(n+1)
1λ and it is not necessary to know F

(n+1)
λ

to calculate G
(n+1)
1λ . One calculates F

(n+1)
λ after G

(n+1)
1λ is made independent

of ε when ε→ 0.
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The diverging dependence on ε when ε→ 0, is typically of the form ε−1

or log ε times operator coefficients. The operator coefficients can be found
by integrating the diverging part of the integrand from some arbitrary finite
value of λ, say λ0, to infinity. The divergence originates from the upper limit
of the integration and it is independent of λ0. The remaining finite part of
the integral is sensitive to the lower limit of integration and depends on λ0.
The counterterm does not depend on λ0 but it contains an arbitrary finite
part which emerges in the following way.

The counterterm subtracts the diverging part of the integral. But sub-
tracting terms with diverging functions of ε times known operators does not
tell us what finite parts times the same operators to keep. Thus, one needs
to add arbitrary finite parts to the numbers 1/ε and log ε in the countert-
erms. These finite parts are unknown theoretically and have to be fitted to
data. In particular, observed symmetries may impose powerful constraints
on the finite parts.

The diverging part of the integrand is such that the lower limit of its
integration produces the same operator structure as the upper limit but the
diverging numbers such as ε−1 or log ε from the upper limit are replaced by
finite numbers at the lower limit. Those finite numbers depend on λ0 but,
once they are replaced by the required unknown finite parts, one obtains a
valid expression for the counterterm. The replacement is achieved by adding
to the integral the same operators multiplied by the numbers which are equal
to the differences between the unknown numbers and the numbers resulting
from the lower limit of the integration. Thus, the unknown numbers we
need to add to the integral of the diverging part of the integrand from

λ0 to infinity depend on λ0. One can write the λ0-independent G(n+1)
ε as

G(n+1)
ε finite(λ0) +

∫ ∞

λ0

[

T
(n)
s [G(n)

s ]
]

div
. The free finite parts of the counterterms

are contained in G(n+1)
ε finite(λ0) and one can fit them to data using predictions

obtained from effective Hamiltonians at some convenient scales λ.
More than one scale λ may become necessary for accurate determination

of the free parameters when their values have to be of considerably different
orders of magnitude and require knowledge of physical phenomena at differ-
ent scales. In the present work a single scale λ = λ0 is sufficient for practical
calculations. The renormalization conditions are set using Hλ0 . One may
also consider renormalization conditions for parameters in Hλ0 which are set
using another effective Hamiltonian at some nearby scale λ1 6= λ0. This will
be illustrated in the next Section.
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The complete recursion including construction of counterterms in
Eq. (2.33) is given by

G(n+1)
λ = G(n+1)

ε finite(λ0) +

λ
∫

λ0

ds
[

T (n)
s [G(n)

s ]
]

div
−

∞
∫

λ

ds
[

T (n)
s [G(n)

s ]
]

conv
. (2.34)

In the limit n→ ∞, if the limit exists, one obtains

Gλ = Gε finite(λ0) +

λ
∫

λ0

ds [Ts[Gs]]div −
∞

∫

λ

ds [Ts[Gs]]conv . (2.35)

Hλ is obtained from Eq. (2.35) through the replacement of q∞ by qλ
(to obtain Gλ) and action of Fλ on Gλ.

Perturbative calculations of renormalized effective Hamiltonians are
based on the observation that the rate of change of Gλ with λ can be ex-
panded in a power series in the effective interaction G2λ at the same running
scale λ. This is obtained by repeated application of Eq. (2.29). One rewrites
Eq. (2.29) as

dGλ

dλ
=

[

fλG2λ,
{

−f ′λG2λ

}

G1λ

]

+

[

fλG2λ,

{

(1 − fλ)
dGλ

dλ

}

G1λ

]

. (2.36)

Then, one replaces G′
λ in the last term on the right-hand side of Eq. (2.36) by

the preceding terms. Two successive substitutions produce an expression for
G′

λ with four explicit powers of the effective interactions and the remaining
terms are of higher order [note that (1 − fλ)G′

1λ = 0].

dGλ

dλ
=

[

fG,
{

−f ′G
}]

+
[

fG,
{

(1 − f)
[

fG,
{

−f ′G
}]}]

+
[

fG,
{

(1 − f)
[

fG,
{

(1 − f)
[

fG,
{

−f ′G
}]}]}]

+ o(G5). (2.37)

We have omitted subscripts 2, λ and G1λ on the right-hand side. All the
subscripts appear in the same pattern as in Eq. (2.36). Correspondingly,
the infinite chain of substitutions produces an expression ordered by explicit
powers of the effective interactions, to infinity.

d

dλ
Gλ =

∞
∑

n=0

[

fG, (
{

(1 − f)
[

fG, )(n){−f ′G}(
]}

)(n)
]

. (2.38)

The round bracket raised to the n-th power means n consecutive repetitions
of the symbols from within the round bracket. The subscripts are omitted
for clarity as in Eq. (2.37).
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The above expansion in powers of the effective interactions provides a
systematic order by order algorithm for building an expression for the effec-
tive Hamiltonian. The energy denominators and functions fλ are calculated
using eigenvalues of G1λ. Therefore, in Eqs. (2.37) and (2.38), the derivatives
of the function fλ contain two kinds of contributions: those resulting from
differentiating the explicit λ dependence in the arguments zλ (for example,
λ2 in Eq. (2.18) ), and those resulting from differentiating the free energy
eigenvalues (for example, ∆M2 in Eq. (2.18)). Since the free energy terms
include effective masses which depend on the width λ, the derivatives of
the effective masses appear in the equations on the right-hand side. Moving
them to the left-hand side leads to coupled nonlinear differential equations
for the effective Hamiltonians.

The general iterative approach in Eq. (2.34) or the expansion in Eq. (2.38),
can be analysed using expansion in the running coupling constants. One can
divide G1λ into two parts: one which is independent of the coupling constants
and another one which vanishes when the coupling constants are put equal
to zero. The parts depending on the coupling constants are moved over to
G2λ and treated as an interaction. After G1λ is reduced to the part which is
independent of the interactions, the derivatives of fλ in Eqs. (2.36) to (2.38)
do not introduce additional powers of the interaction strength and the series
is strictly ordered in powers of the interactions according to their explicit
appearance in the formula (2.38). This series then provides the perturbative
expansion in terms of the running coupling constants.

The simplest case of the perturbative expansion involves a single coupling
constant at a single scale. Firstly, one expands the renormalization group
equations into a series of terms ordered by powers of the bare coupling g0.
Secondly, one evaluates the effective coupling g1 at the chosen scale λ1 as
a power series in the bare coupling. Thirdly, the latter series is inverted
and the bare coupling is expressed as a series in the effective coupling g1.
Then, one can pursue perturbative calculations in terms of the effective
coupling. In particular, one can reduce the Hamiltonian width to λ2 < λ1

and calculate g2 as a series in g1. Such steps can be repeated. For example,
one can reduce the width in each step by a factor 2 [3,4]. N steps will reduce
the width by the factor 2−N . This way one can build the renormalization
group flow indicated by the chains of small arrows in the diagram discussed
in Section 1. If many coupling constants appear but they can be reduced to
functions of a finite set of independent running coupling constants the finite
set determines the theory and one speaks of coupling coherence [21].
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2.2. Regularization

A canonical bare Hamiltonian obtained from a local field theory is diver-
gent. This Section describes how the ultraviolet singularities in the canonical
Hamiltonian are regularized with the bare cutoff ε. We also introduce in-
frared regularization. Our presentation is ordered as follows. First, we briefly
explain connection between the ultraviolet and infrared regularizations in
light-front dynamics. Then, we proceed with definitions of the canonical
Hamiltonian terms. For that purpose, we have to discuss the fundamental
set of scales in the Hamiltonian approach and explain the role of Lagrangian
densities for classical fields in the construction. Then, we describe details of
the ultraviolet and, subsequently, infrared regularizations.

The ultraviolet and infrared regularizations are connected through mas-
ses. The infrared structure is influenced by the masses in the initial Hamil-

tonian H
(0)
ε . H

(0)
ε carries the superscript 0 to indicate that it is the initial

Hamiltonian which does not yet include counterterms. If the ultraviolet
counterterms change the masses the infrared behavior is changed too.

An initial mass value is generically denoted by m
(0)
ε . A light-front energy,

p−m, of a free particle with a four-momentum pm =
(

p+, p⊥, p−m =(p⊥2+m2)/p+
)

,

tends to infinity when m2 > 0 and p+ tends to zero. But p−m may be finite or
even approach zero in this limit if m2 = 0 and p⊥ approaches zero too. The
limit of small momentum p+ is always a high-energy limit when m2 > 0.
But it ceases to be the high-energy limit for the small transverse momenta if

m2 → 0. Thus, m
(0)
ε in the initial Hamiltonian is capable of switching from

the high-energy regime in the longitudinal direction to the low-energy one

when we take the limit m
(0)
ε → 0. Conversely, introducing masses turns the

infrared low-energy regime into the high-energy regime.

We begin the construction of H
(0)
ε with an enumeration of momentum

scales. We distinguish scales related to the boundary conditions for fields at
spatial infinity, small momentum cutoffs, phenomenological parameters and
large momentum cutoffs.

The bare Hamiltonian H
(0)
ε is defined in terms of the operators q∞. The

bare quantum fields are built from these operators with plane-wave coeffi-
cients [20]. The initial basis in the Fock space is built from the vacuum

state |0〉 using q†∞. Fermion, anti-fermion and boson creation and annihi-
lation operators are denoted by b†, d†, a†, b, d and a, respectively. For

example, |kσ >= b†kσ|0〉 denotes a state of one bare fermion of momentum

k = (k+, k⊥). Spin z-axis projection, flavor, color or other quantum num-
bers, are denoted by a common symbol σ. The momentum variable in the
subscript is distinguished in order to describe the scales involved in the defi-
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nition of the Hamiltonian. The order of scales in momentum space is reverse
to the order of scales in position space.

The largest scale in the position space is the quantization volume. In
other words, the momenta can be thought of as discrete when necessary.
But we insure by our choices of scales that the granulation in momentum
space is never noticeable and the quantization volume is effectively infinite
for all our purposes. Thus, we universally adopt continuous notation for
momentum variables.

Potentially related to the boundary conditions, hypotheses about zero-
modes and spontaneously broken symmetry in light-front quantum field the-
ories were recently discussed in Ref. [5] which quotes important earlier litera-
ture on the subject. Basically, one may expect that new terms emerge in the
effective Hamiltonians and the new terms account for the large scale dynam-
ical effects. Susskind and co-workers have proposed a way to think about
the wee parton dynamics in a model [14]. Ref. [15] describes QCD sum
rules technique using the notion of vacuum condensates in the light-front
scheme. However, the original quantum dynamics of the vacuum formation
and spontaneous symmetry breaking are not yet understood and cannot be
discussed further here.

The next smaller size in position space is the inverse of the infrared regu-
lator. Two types of the infrared regulator appear. The first is a lower bound,
denoted by δ, on the parent +-momentum fraction that can be carried by
an operator in an interaction term. The second is a mass parameter µδ.

µδ appears as the mass parameter m
(0)
ε in the initial Hamiltonian H

(0)
ε . It

is introduced for massless bare particles. µδ cuts off the small longitudinal
momentum region at a small scale order µ2

δ/∆
2, where ∆2 is the invariant

mass upper bound. When the infrared regularization is being removed, δ or
µδ are sent to zero but their inverse is always kept negligible in comparison
with the quantization volume scale.

The next smaller scale in position space is set by the size of the vol-
ume used for preparation of incoming and detection of outgoing particles
(including bound states) and the corresponding time scale. Physics is con-
tained within this scale and observables are allowed to depend on this scale
since the preparation and detection of states is a part of a physical process.

The order of magnitude of momenta larger than the experimental wave
packet widths are characterized in terms of three different scales, (1) masses
of particles, (2) the width of the effective Hamiltonian (i.e. λ), and (3)
the bare cutoff scale ε−1. When solving for the Hamiltonian spectrum, a
new scale may emerge dynamically, determined by the effective coupling
constants, masses and width of the effective Hamiltonian. Scale invariance
at large momenta may be violated through a dimensional transmutation
even if all mass scales are negligible in comparison to the momenta and λ.



2004 St.D. Głazek

The width λ ranges from ∞ to convenient finite values. Description of
physical phenomena involving energy-momentum transfers of the order of
k require λ to be larger than k. It is also useful to use λ not too large in
comparison to k in order to avoid too much detail in the dynamics. For
example, useful values of λ in nonrelativistic systems are smaller than effec-
tive masses. In QED, the convenient λ in the hydrogen description is much
larger than the binding energy and much smaller than the electron mass.

The bare cutoff scale ε−1 is the largest momentum scale in the theory.
The formal limit λ → ∞ is used only to remove λ dependence from the
Hamiltonian regulated by ε. In other words, no λ dependence appears in
the Hamiltonians with λ larger than the scale implied by ε−1. No physical
quantity depends on ε when ε → 0. The similarity renormalization scheme
for Hamiltonians is built to achieve this goal to all orders in perturbation
theory (cf. [1, 2]).

We proceed to the explicit construction of simplest terms in the Hamil-

tonian H
(0)
ε . Details of counterterms are not known from the outset. Light-

front power counting rules are helpful [5] in determining possible structures
of the counterterms but more is required in practice. The similarity renor-
malization group provides the required details.

All starting Hamiltonians in quantum field theories contain a free part

which we denote by G(0)
1 . The free part for fermions and bosons has the form

G(0)
1 =

∑

σ

∫

[k]

[

k⊥2 +m
(0) 2
ε

k+
(b†kσbkσ + d†kσdkσ) +

k⊥2 + µ
(0) 2
ε

k+
a†kσakσ

]

.

(2.39)
We adopt the following conventions. Summation over σ denotes a sum over
all quantum numbers except the momentum.

∫

[k] =
1

16π3

∞
∫

0

dk+

k+

∫

d2k⊥. (2.40)

The creation and annihilation operators in Eq. (2.39) are the bare ones
denoted in Section 2.1 by q∞. They satisfy standard commutation or anti-
commutation relations

[

akσ, a
†
k′σ′

]

=
{

bkσ, b
†
k′σ′

}

=
{

dkσ, d
†
k′σ′

}

= 16π3k+δ3(k − k′)δσσ′ (2.41)

with all other commutators or anti-commutators equal zero as dictated by
the spin and statistics assignments of Yukawa theory, QED or QCD.

The initial mass parameters m
(0)
ε and µ

(0)
ε do not include effects of any

interactions and are independent of the interaction strength. We may have
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to consider limits where the mass parameters are close to zero, in comparison

to all other quantities of relevance to physics. For example, µ
(0)
ε may be the

infrared regulator mass denoted by µδ. Recall that the subscript ε indicates
that the mass parameters stand in the Hamiltonian with λ = ∞.

The initial Hamiltonian contains an interaction part, G(0)
2 = H

(0)
ε −G(0)

1 .
For example, electrons may emit photons. One writes the corresponding
interaction term in QED as

∑

σ1σ2σ′

1

∫

[k1][k2][k
′
1]16π

3δ3(k1+k2−k′1)ūm
(0)
ε k1σ1

e 6ε∗k2σ2
u

m
(0)
ε k′

1σ′

1
b†k1σ1

a†k2σ2
bk′

1σ′

1
.

(2.42)
We use conventions to be specified shortly. The Hamiltonian term (2.42) is
contained in the expression

h =

∫

dx− d2x⊥
[

eψ̄
m

(0)
ε

(x) 6A(x)ψ
m

(0)
ε

(x)
]

x+=0
, (2.43)

where the fields ψ
m

(0)
ε

(x) and Aν(x) for x+ = 0 are defined by writing

ψ
m

(0)
ε

(x) =
∑

σ

∫

[k]
[

u
m

(0)
ε kσ

bkσe−ikx + v
m

(0)
ε kσ

d†kσeikx
]

(2.44)

and
Aν(x) =

∑

σ

∫

[k]
[

ενkσakσe−ikx + εν∗kσa
†
kσeikx

]

. (2.45)

Spinors umkσ and vmkσ are defined by boosting spinors for fermions at rest,
umσ and vmσ , to the momentum k, as if the fermion mass were m. This is
done using the light-front kinematical boost representation for fermions

S(m,k) = (mk+)−1/2[Λ+k
+ + Λ−(m+ α⊥k⊥)]. (2.46)

Namely, umkσ = S(m,k)umσ and vmkσ = S(m,k)vmσ . Solving constraint
equations for the free fermion fields in canonical field theory amounts to using
these spinors. The same boost operation defines the polarization vectors
for photons which are independent of the photon mass. We have εkσ =
(

ε+kσ = 0, ε−kσ = 2k⊥ε⊥σ /k
+, ε⊥kσ = ε⊥σ

)

. The spin label σ denotes the spin
projection on the z-axis. We adopt a number of conventions from Ref. [22].
It is useful to work with the above spinors and polarization vectors because
they provide insight into the physical interpretation of the calculated matrix
elements. For example, the spinors and polarization vectors help in tracing
cancelations which result from the current conservation (e.g. see Eq. (3.103)
etc. in the next Section).
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Equation (2.43) includes 5 terms in addition to (2.42). The other 5
terms lead to emission of photons by positrons, absorption of photons by
electrons or positrons, or to transitions between electron-positron pairs and
photons. There is no term leading to creation of an electron-positron pair
and a photon, or to annihilation of such three particles. This is the distin-
guished property of the light-front Hamiltonians: conservation of momentum
k+ > 0 excludes a possibility that the three momenta sum up to zero.

Strictly speaking, one has to limit each k+ from below by a nonzero
positive lower bound in order to make sure that the three +-momentum
components cannot add up to zero. This lower bound is provided by the
inverse of the quantization volume. Our cutoffs and scale hierarchy ensure
that this largest of spatial scales in the theory does not need to be invoked
in the description of physical phenomena. The regularization procedure cuts
off such small momenta long before they have a chance to become relevant. If
high-order perturbation theory subsequently leads to effective Hamiltonians
which describe universal low momentum components in all physical states
the notion of a nontrivial vacuum has to be taken seriously into account
for practical computational reasons. A priori, we cannot exclude this will
happen. But we postpone considerations of such a situation until it becomes
necessary in the future work.

The product ψ̄ 6Aψ denotes a sum of 6 basic interactions. The products of
creation and annihilation operators are ordered as indicated at the beginning
of this Section. However, Eq. (2.43) requires additional steps before one can
assign it a well defined meaning because operators such as (2.42) can easily
produce states of infinite norm. One needs to define the individual terms
such as (2.42) in order to provide meaning to the whole combination of
similar terms in Eq. (2.43)

There are inverse powers of k+ in Eq. (2.42) and k+ may be arbitrarily
close to 0. For example, when k+

3 and k+
1 in (2.42) are similar (and they

are allowed to be arbitrarily close to each other no matter what their own
size is), the photon momentum k+

2 = k+
3 − k+

1 is arbitrarily close to zero.
The problem is that the photon momentum appears in the photon polariza-
tion vector in the denominator: ε−k2σ2

= 2k⊥2 ε
⊥
σ2
/k+

2 . Unless k⊥2 is close to

zero the resulting emission strength approaches ∞ for k+
2 → 0. Therefore,

even for a very small coupling constant e, the interaction can be arbitrarily
strong. This divergence is canceled in special circumstances. For example,
in the tree diagrams for the S-matrix elements in QED, the cancelation is
a consequence of the presence of more terms in the Hamiltonian and the
energy and charge current conservation in physical processes. However, for
the off-energy-shell matrix elements of the T-matrix, in loop diagrams, or in
bound state equations, such cancelations will not be ensured automatically
and could lead to ill-defined expressions.
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In particular, one has to keep in mind that in the perturbative calculation
of the S-matrix it is possible to apply energy and momentum conservation
laws for incoming and outgoing particles on their mass-shells. In contrast,
in the bound state calculations, the individual particle momenta cannot
simultaneously be on the individual mass-shells and still sum up to the
bound state momentum — the bound state dynamics is always off-shell and
the on-shell perturbative mechanisms for cancelations cease to be sufficient.

In Eq. (2.42), the inverse powers of the longitudinal momentum also
appear in the fermion spinors. These can be a source of divergences too.
However, the examples we describe in this article do not lead to problems
with infrared fermion divergences and we do not dwell on this subject here.

The spinor matrix elements depend on the transverse momenta of the
fermions and the boson polarization vector depends on the transverse mo-
mentum of the boson. The strength of the interaction grows when the rel-
ative transverse momenta grow and leads to divergences. The divergence
problem manifests itself clearly when one attempts to evaluate the ratio of
norms of the states h|kσ〉 and |kσ〉. This ratio is certainly not finite and it
is not well defined.

One might ask if it is useful to consider the ill-defined Hamiltonian term
(2.43). The answer is unambiguous yes because scattering amplitudes cal-
culated using this term in combination with two other terms in second order
perturbation theory agree very well with observable scattering of electrons
and photons. No loop integration appears in these calculations to indicate
the divergence problem.

It is well known that the terms one should put into the light-front Hamil-
tonian are provided by the formal Lagrangian density for electrodynamics
L = −1

4F
µνFµν + ψ̄(i 6D − m)ψ. One can rewrite the Lagrangian density

into a corresponding light-front Hamiltonian density by using an expression
for the energy-momentum tensor density T µν . Integrating T+− over the
light-front hyper-plane gives the expression one starts from in building the
light-front Hamiltonian for QED.

The initial Hamiltonian H
(0)
ε for QED results from formal operations on

fields ψ+ and A⊥ [23]. One uses the gauge A+ = 0 and solves the constraint
equations, substitutes expansions of the form (2.44) and (2.45) into the
formal expression for T+−, integrates the density over the light-front hyper-
plane and normal-orders all terms. The normal-ordering produces terms
that involve numerically divergent momentum integrals. The classical field
theory does not tell us what to do with the divergences resulting from the
ordering of operators.

To deal with the divergences one has to regularize the Hamiltonian theory
from the outset. The naive connection between the classical theory and the
quantum theory as given by the quantization rules is broken by the regular-
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ization. The regularization turns out to force new terms in the Hamiltonian.
To gain control on the regularization effects one has to construct a renor-
malization theory for Hamiltonians. The diverging terms which result from
normal ordering can be safely dropped in the form they appear ill-defined
in the canonical approach because the renormalization procedure introduces
other terms of the same operator structure to replace them.

The regularization for light-front Hamiltonians which we apply to expres-
sions resulting from field theoretic Lagrangian densities is first described for
the term (2.42). In that term, the parent momentum P equals k′1. The
spinors and polarization vectors conveniently group a number of terms with
different momentum dependences into a combination which is invariant un-
der light-front kinematical symmetry transformations. Among those terms
there are terms containing masses, terms which in field theory result from
derivatives i∂⊥ or i∂+ or from inverting the operator i∂+. All those deriva-
tives are replaced in the term (2.42) by momenta of particles created or
destroyed by that term.

We first introduce the daughter momentum variables for the created
electron and photon. We have introduced daughter momenta in a similar
configuration in Section 2.1 while defining the similarity functions fλ. Here,
we use the daughter momentum variables for the purpose of regularization.
The variables are

x1 = k+
1 /k

′+
1 = x, (2.47a)

x2 = k+
2 /k

′+
1 = 1 − x, (2.47b)

x′1 = k′
+
1 /k

′+
1 = 1, (2.47c)

κ⊥1 = k⊥1 − x1P
⊥ = κ⊥, (2.47d)

κ⊥2 = k⊥2 − x2P
⊥ = −κ⊥, (2.47e)

κ′
⊥
1 = k′

⊥
1 − x′1P

⊥ = 0. (2.47f)

For each creation and annihilation operator in the interaction term (2.42)
we define a daughter energy variable. Namely,

e1 =
κ⊥2

1 +m
(0) 2
ε

x1
=
κ⊥2 +m

(0) 2
ε

x
, (2.48a)

e2 =
κ⊥2

2 + µ
(0) 2
ε

x2
=
κ⊥2 + µ

(0) 2
ε

1 − x
, (2.48b)

e′1 =
κ′⊥2

1 +m
(0) 2
ε

x′1
= m(0) 2

ε . (2.48c)

For each creation and annihilation operator in the interaction term (2.42)
we introduce a factor which is a function, r(yi), of the variable yi = εei/Λ

2,
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where the subscript i denotes the operator in question. In the no cutoff limit,
ε→ 0. Λ is an arbitrary constant with dimension of a mass (~ = c = 1). All
masses and momenta are measured in units of Λ. In this article, we choose
r(y) = (1 + y)−1. Thus, the term (2.42) is regulated by the factor

(1 + εe1/Λ
2)−1(1 + εe2/Λ

2)−1(1 + εe3/Λ
2)−1 (2.49)

under the integral. The third factor in the above expression can be replaced

by 1, since m
(0)
ε is a finite constant and it cannot compensate the smallness

of ε. We shall make such replacements wherever the parent momentum is
carried by a single creation or annihilation operator.

In the case of terms which contain only 1 creation and 1 annihilation

operator, i.e. in G(0)
1 , no regularization is introduced. Restrictions on the

particle momenta in these terms would violate kinematical symmetries of
the light-front Hamiltonian dynamics because momenta in these terms are
equal to the parent momenta and limiting the parent momenta violates the
light-front boost invariance.

In the initial expressions for Hamiltonian densities of Yukawa theory,
QED or QCD, only terms with products of up to four fields appear. There-
fore, we have only two more situations to consider in addition to the cases

such as G(0)
1 and terms of the type (2.42). In the first situation we have three

creation operators and one annihilation operator or vice versa, and in the
second situation we have two creation and two annihilation operators. Both
cases are regularized using the same general rule.

Independently of the number of creation and annihilation operators in
a product, the regularization is introduced by multiplying every creation
and annihilation operator in the product by a function r(y) such as in the
factor (2.49), where y = εed/Λ

2 and ed is the corresponding daughter energy
variable. Later, after counterterms are calculated, the same regularization
factors are introduced in the counterterms.

An additional step is required in the case of Hamiltonian terms which
originate from the products of four fields including inverse powers of i∂+

acting on a product of two fields. We introduce two kinds of a fifth daughter
momentum and two corresponding daughter energy variables, e512 and e534.
The numbering originates from assigning numbers to the fields in the product
according to the schematic notation φ1φ2(i∂

+)−nφ3φ4. One of the fifth
daughter energy variables is associated with the operators coming from the
fields number 1 and 2, and the other one is associated with the operators
coming from the fields number 3 and 4. The regularized terms will contain
an additional product of functions r(y512) and r(y534) with the arguments
y512 = εe512/Λ

2 and y534 = εe534/Λ
2.

The auxiliary daughter energy variables e512 and e534 are calculated as
if they represented daughter energy variables for an intermediate particle, a
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boson or a fermion, created and annihilated in the vertices which contained
the products φ1φ2 and φ3φ4, respectively. Those vertices are treated as if
each of them contained three fields instead of two but the field of the inter-
mediate particle was contracted so that the corresponding creation operator
and the corresponding annihilation operator are absent in the resulting term.
This particular definition of a gedanken intermediate particle does not re-
fer to any particular Fock state and remains valid when the operators q∞
are replaced with qλ by the unitary transformation Uλ. The definition was
inspired by Refs. [23] and [24] where the correspondence between the in-
termediate states with backward moving particles with spin in the infinite
momentum frame and the light-front seagull interaction terms is extensively
described.

Mathematically, the definition of e512 and e534 is introduced in the fol-
lowing way. Every creation and annihilation operator in the fields φ1, φ2, φ3

and φ4 is assigned a corresponding number si, i=1,2,3,4. si equals +1 for a
creation operator and si equals −1 for an annihilation operator. We define
k+
5 = |s3k+

3 + s4k
+
4 | and s5 = (−s3k+

3 − s4k
+
4 )/k+

5 . The gedanken particle is
thought to be created in the product of fields including φ3φ4 when s5 = 1 and
it is thought to be annihilated in that product when s5 = −1. We define the
momentum k5 = (k+

5 , k
⊥
5 ) by the relation s5k5 = −s3k3−s4k4 = s1k1+s2k2.

We also introduce two auxiliary parent momenta, P34 = 1
2(k5 + k3 + k4) and

P12 = 1
2(k5 + k1 + k2). Then, we introduce the daughter momentum and

energy variables

x512 = k+
5 /P

+
12, (50a)

κ⊥512 = k⊥5 − x512P
⊥
12, (50b)

e512 =
κ⊥2

512 +m
(0) 2
ε5

x512
, (50c)

x534 = k+
5 /P

+
34, (50d)

κ⊥534 = k⊥5 − x534P
⊥
34, (50e)

e534 =
κ⊥2

534 +m
(0) 2
ε5

x534
, (50f)

where m
(0)
ε5 equals m

(0)
ε for regularization of the terms involving (i∂+)−1 and

m
(0)
ε5 equals µ

(0)
ε for regularization of the terms involving (i∂+)−2. This step

completes our definition of the ultraviolet regularization of initial Hamilto-
nians.

We proceed to the definition of the infrared regularization. Inverse pow-
ers of i∂+ for massive particles are already regulated when the ultraviolet
regularization is imposed. This was explained above.
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For each creation and annihilation operator of an initially massless par-
ticle we introduce a factor which limits the daughter momentum fraction
x for that operator to be greater than δ. An example of such a factor is
given by (1 + δ/x)−1. Note that our definition also implies that the same
regularization factor is inserted for the gedanken particles with x512 defined
in Eq. (2.50a) and x534 defined in Eq. (2.50d).

Besides introducing the cutoff δ on the momentum fractions carried by
massless particles, we can also introduce for each initially massless particle
a finite regularization mass term which is denoted by mδ. In other words, in

the case of the initially massless particles, m
(0)
ε = mδ. Such finite masses in

the daughter energies lead to additional suppression of the infrared longitu-
dinal momentum region. The additional mass terms are introduced through
mass counterterms which contain unknown finite parts. Since the finite parts
are arbitrary and not known to be zero we introduce the finite mass terms
and investigate their role.

2.3. Renormalization conditions

The free finite parts of counterterms are determined by renormaliza-
tion conditions which result from comparison of theoretical predictions with
data. Calculations of observables require solutions to bound state or scatter-
ing problems using renormalized Hamiltonians. In principle, one could work
with Hamiltonians of any width λ. In practice, one is limited to consider
some subspaces in the Fock space. Therefore, the issue of setting renormal-
ization conditions is subtle.

In theories with small coupling constants and without confinement one
has an option of defining on-mass-shell renormalization conditions for single
particles and scattering states in perturbation theory. It means that one
can determine free parameters in the effective Hamiltonians by demanding
that single particle eigenstates of an effective Hamiltonian and the S-matrix
calculated using this Hamiltonian have the required properties. The key
examples to be discussed in detail in the next Section are Yukawa theory
(pseudoscalar coupling) and QED.

In theories with confinement one has to choose mass parameters for con-
fined particles and these are not directly observable. We suggest in this
case to use similar renormalization conditions in perturbative calculations
of effective Hamiltonians as in QED. Details are described in Section 3.3.
Besides ultraviolet the perturbative self-interactions of quarks and gluons
diverge also in the infrared region where intermediate states have similar
energies to the outer states and the effective dynamics is no longer pertur-
bative. Therefore, the perturbatively renormalized mass terms introduce
large infrared effects in the effective dynamics where perturbative cancela-
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tion mechanisms are no longer valid. These large infrared effects are welcome
as a source of confining potentials suggested by Perry [12].

The key question we have to answer in practice is how many effective
particles have to be taken into account to solve the effective eigenvalue prob-
lem and how many can be included in a doable calculation. A good example
of a theoretical problem one can think of is how the momentum or spin of
a proton is shared by its constituents. The phenomenology of deep inelastic
scattering of leptons and nucleons suggests a considerable number of con-
stituents even at moderate momentum transfers. If the number of effective
constituents has to be large one may encounter ambiguities in the determi-
nation of free parts of counterterms because observables will be calculable
only through complicated procedures. On the other hand, the constituent
quark model suggests that the large number of constituents is not needed
to explain main features of the spectrum of hadrons. Therefore, one can
expect that many states are important in the large width Hamiltonian dy-
namics but only a few effective particles appear in the small width case. The
renormalization conditions set through the small width dynamics will use a
small number of constituents but require non-perturbative solutions for the
spectrum.

Gλ in Eq. (2.35) contains the unknown finite parts of counterterms in
Gε finite(λ0). The Hamiltonian Hλ0 can be used to calculate scattering am-
plitudes and bound state properties. The most familiar example of QED
is largely perturbative as far as renormalization is concerned in order α.
One can calculate the physical electron energy defined as the lowest eigen-
value of the effective Hamiltonian for the eigenstates with electron quantum
numbers. Thanks to the symmetries of the light-front dynamics the eigen-
value has the form (p⊥2 +m2

e)/p
+ and me has to be equal to the physical

electron mass. Note also that the effective mass term for the interacting
photons must be different from zero (and growing with λ) in order to obtain
massless photon eigenstates. Examples of the renormalization conditions
for QED are presented in the next Section. The same procedure in QCD
is expected to lead to strong infrared effects because the non-abelian QCD
interactions prevent the same cancelation of infrared divergences as in QED.

Hamiltonian belongs to the algebra of Poincaré generators. The Poincaré
algebra commutation relations can be studied order by order in perturbation
theory to find out constraints the algebra imposes on the counterterms. The
general structure of the similarity transformation for creation and annihi-
lation operators allows extension of the Hamiltonian renormalization pro-
cedure to the whole algebra. The renormalization group evolution is given
by the same Eq. (2.5) for all generators. Renormalization of the Poincaré
algebra is not further analysed in this article [25].
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3. Examples of application

This Section describes a set of examples of lowest order calculations of
renormalized effective Hamiltonians using the scheme from Section 2. We
begin by the description of generic rules for calculating the right-hand side
of the renormalization group equation (2.29). The rules follow from the
commutator structure. Then, we discuss examples from Yukawa theory,
QED and QCD.

3.1. Evaluation of commutators

The right-hand sides of Eqs. (2.29) and (2.38) are commutators. This
implies that the interactions which appear in the Hamiltonians Hλ(qλ) and
in the counterterms in Hε are connected. This Section explains how this
result comes about.

The commutators can be evaluated in a number of equivalent ways but
some of the ways are more convenient than others. Suppose we are to eval-
uate

Ĥ = [Â, {B̂}Ĉ ]. (3.1)

Â = A(X,Y )
∏IA

i=1 a
†
xi

∏JA

j=1 ayj
, B̂ = B(V,W )

∏IB

k=1 a
†
vk

∏JB

l=1 awl
and

Ĉ =
∑

z E(z)a†zaz. The right-hand side of Eq. (3.1) equals

Ĥ = A(X,Y )

IA
∏

i=1

a†xi

JA
∏

j=1

ayj

B(V,W )

Ew − Ev

IB
∏

k=1

a†vk

JB
∏

l=1

awl

−B(V,W )

Ew − Ev

IB
∏

k=1

a†vk

JB
∏

l=1

awl
A(X,Y )

IA
∏

i=1

a†xi

JA
∏

j=1

ayj
, (3.2)

where Ew =
∑JB

l=1E(wl) and Ev =
∑IB

k=1E(vk). By commuting
∏JA

j=1 ayj

in the first term through
∏IB

k=1 a
†
vk

one generates the contracted terms with
a number of contractions ranging from 1 to the smaller of the numbers JA

and IB, and a term with
∏JA

j=1 ayj
standing to the right of

∏IB

k=1 a
†
vk

. Then,

by commuting
∏JB

l=1 awl
in the latter term through

∏IA

i=1 a
†
xi , one obtains

new contracted terms with the number of contractions ranging from 1 to
the smaller of the numbers IA and JB , and a term equal to the second
term in Eq. (3.2) with an opposite sign which thereby is canceled out leav-

ing only connected terms in the result for Ĥ. This result holds despite
anti-commutation relations for fermions because interactions contain even
numbers of fermion operators.

After the second term in Eq. (3.2) is canceled one is left with a number
of partially contracted terms in which annihilation operators may still stand
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to the left of creation operators. A number of ordering transpositions need
to be done before a generic ordering of operators adopted in the previous
Section is achieved. In fact, the process of commuting factors in Â through
factors in {B̂}Ĉ in the first term on the right-hand side of Eq. (3.2) produced
above a number of terms with creation operators moved to the right of anni-
hilation operators unnecessarily. These transpositions have to be undone to
recover final answers with the adopted ordering. Nevertheless, it is visible
that disconnected terms cannot appear and the following rule simplifies the
calculations.

The right-hand side of Eq. (3.2) equals the sum of the contracted terms

which result from Â{B̂}Ĉ by moving
∏JA

j=1 ayj
through

∏IB

k=1 a
†
vk

and, the

contracted terms which result from −{B̂}ĈÂ by moving
∏JB

l=1 awl
through

∏IA

i=1 a
†
xi . All other terms cancel out.

3.2. Yukawa theory

The standard procedure from Ref. [23] leads from the Lagrangian density
LY = ψ̄(i 6∂ −m− gφ)ψ+ 1

2(∂µφ∂µφ−µ2φ2) to the light-front Hamiltonian
expression of the form

HY =

∫

dx−d2x⊥
[

ψ̄mγ
+−∂⊥2 +m2

2i∂+
ψm +

1

2
φ(−∂⊥2 + µ2)φ

+gψ̄mψmφ+ g2ψ̄mφ
γ+

2i∂+
φψm

]

x+=0

. (3.3)

We replace fields ψm(x) and φ(x) for x+ = 0 by the Fourier superpositions of
creation and annihilation operators, order the operators in all terms and drop
the terms containing divergent integrals which result from the contractions.
Then, we introduce the regularization factors.

In the course of calculating effective Hamiltonians we will also add new
terms to HY due to the presence of the regularization, in accord with the
renormalization theory from the previous Section. For example, we will add
a small term δm2

ε = m2
ε − m2 to m2 in the first term and δµ2

ε = µ2
ε − µ2

to µ2 in the second term. We will calculate these terms below using the
renormalization theory to order g2.

In order to consider particles with quantum numbers of nucleons and
pions one needs to include the isospin and replace the scalar coupling by
iγ5 [17]. However, for the purpose of the illustration of the renormalization
procedure to second order in the coupling g, we do not have to introduce
these explicitly. The additional factors merely lead to somewhat different
algebra which can be traced throughout the whole calculation and final
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results including isospin and iγ5 can be read from the results in the Yukawa
theory. In this Section we assume m > µ > 0.

3.2.1. Meson mass squared

The simplest example of a second order expression for a term in an ef-
fective Hamiltonian in the Yukawa theory is provided by the meson mass
squared. We first describe steps which produce this expression. The num-
ber of distinct steps in the procedure is 10: defining the regularized initial
Hamiltonian, calculation of the effective Hamiltonian, analysis of the cutoff
dependence of finite matrix elements of the calculated terms and extraction
of the structure of the divergence, evaluation of the counterterm, isolation
of the finite part, calculation of the effective Hamiltonian knowing the struc-
ture of the counterterm, solving a physical problem such as an eigenvalue
problem or a scattering problem using the effective Hamiltonian, adjusting
the finite part of the counterterm to match data (including adjustments for
the observed symmetries), and computing the final expression for the effec-
tive Hamiltonian with the counterterm finite part determined from the fit
to data.

The simplest example is described in full detail of the 10 steps. Such
extensive presentation is not provided in later examples where more com-
plicated expressions would require too much space. The first example is
discussed in such detail despite the fact that in this case it is easy to predict
the answer.

For example, one might propose the structure of the counterterm using,
as is usually done, some scattering amplitude instead of the matrix elements
of an effective Hamiltonian. Note that one can also impose renormalization
conditions using a scattering amplitude which results from a calculation
performed without use of the effective Hamiltonian.

However, the systematic approach from Section 2 is the only tool we
have for dealing with more complicated cases of light-front Hamiltonians
and their eigenvalue equations. In other words, the simplest available case
is used to present all the steps in detail because it illustrates the procedure
in a familiar setting. When we proceed to more complicated interactions
details of the calculation are discussed only where a new feature appears.

Equation (2.36) implies to second order in G2λ that

d

dλ
G1λ =

[

G12λ

d
dλf

2(z2
λ)

G1λ −E1λ
G21λ

]

11

+

∞
∑

p=3

[

G1pλ

d
dλf

2(z2
λ)

G1λ − E1λ
Gp1λ

]

11

, (3.4)

where the double-digit subscripts refer to the number of creation and anni-
hilation operators (in that order) and the bracket subscript denotes the part
which contributes to the rate of change of G1λ with λ. E1λ is the eigenvalue of
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G1λ which corresponds to the creation and annihilation operators indicated
by the subscript 11. The reason for that only one free energy eigenvalue
appears in the denominators is that G1λ of Eq. (3.4) is a one-body operator
and quantum numbers which label creation and annihilation operators in
G1λ are the same, including momentum. Therefore, the free energy eigenval-
ues are also the same: both are equal to E1λ. Consequently, all commutators
are written on the right-hand side of Eq. (3.4) in the simplified form. The
numerator similarity factors reduce to the derivative of f2

λ (we have chosen
n = 1 in Eq. (2.19)). Terms with more than two intermediate particles
(p ≥ 3) are of order g4 or higher.

Assuming that g in Eq. (3.3) is extremely small, writing G1λ as a series in
powers of g and keeping only terms order g2, we obtain the following result
from Eq. (3.4) for the meson free energy term.

G1 meson λ =

∫

[k]
k⊥2 + µ2

λ

k+
a†kak. (3.5)

A remarkable feature in this result is that no correction arises to the term
k⊥2/k+ which is protected by the kinematical symmetries; the total trans-
verse momentum does not appear in a boost invariant expression.

The width dependence of µλ is determined by the equation

dµ2
λ

dλ
= g2

∫

[xκ]
df2(z2

λ)

dλ

[2M2 − 8m2]

M2 − µ2
rε(x, κ), (3.6)

where M2 = (κ2 + m2)/x(1 − x). m2 and µ2 are the original bare mass
squared parameters from Eq. (3.3). They do not include terms order g2

and higher because such terms would lead to higher order corrections than
g2 for the whole expression. The terms order g2 and higher are treated as
interactions in the perturbative calculation.

In terms of graphs for the effective Hamiltonian calculus, Eq. (3.6) rep-
resents the contribution of a fermion loop on a meson line. However, the
graphs are not provided in order to avoid confusion with other diagrammatic
techniques.

∫

[xκ] = (16π3)−1

1
∫

0

dx

x(1 − x)

∫

d2κ⊥. (3.7)

Using Eq. (2.20) in the limit of a θ-function, f(u) = θ(u0 − u), one obtains

f2(z2
λ) = θ

[

λ2 +
1 +

√
u0√

u0
µ2 − 1 −√

u0√
u0

M2

]

. (3.8a)



Similarity Renormalization Group Approach to Boost. . . 2017

For example, for u0 = 1
4 one has f2(z2

λ) = θ[λ2 + 3µ2 −M2]. Therefore, the
derivative of fλ with respect to λ forces the invariant mass of the fermion-
anti-fermion pair, M2, to be equal λ2 + 3µ2. The derivative selects the
range of energies in the integral where the similarity function changes most
rapidly. The regions where the function approaches a constant, i.e. 1 near
the diagonal and 0 beyond the Hamiltonian width, are strongly suppressed.
The region that contributes is the edge of the diagonal proximum [1]. The
derivative of fλ is large and positive in this region and it approaches a
δ-function in the limit of Eq. (3.8).

In the limit of an infinitesimally small u0, as discussed below Eq. (2.20),

one would substitute λ2 = u
−1/2
0 λ̃2. Then,

f2(z2
λ) = θ

[

λ̃2 + µ2 −M2
]

. (3.8b)

The numerator factor in the square bracket in Eq. (3.6) originates from
spinors of the intermediate fermions, Tr(6pm+m)(6 p̄m−m) with p2

m= p̄ 2
m=m2.

The subscriptm indicates that the − component is calculated from the mass-
shell condition knowing + and ⊥ components. + and ⊥ components of p
and p̄ are constrained by the light-front spatial momentum conservation law,
p + p̄ = k, where k is the meson momentum. The pseudoscalar interaction
with iγ5 gives the same result with an additional term +8m2 in the numer-
ator.

According to Eq. (2.49),

rε(x, κ) =

[

1 + ε
M2

Λ2
+

(

ε
M2

Λ2

)2

x(1 − x)

]−2

. (3.9)

No infrared regularization is required in Yukawa theory with massive parti-
cles, m > 0 and µ > 0.

If the regularization factors in Eq. (2.49) contain ei divided by 1− xi in
place of ei one obtains here

rε(x, κ) =

[

1 + ε

(M2

Λ2

)]−4

(3.10)

instead of Eq. (3.9). The integrand function of x and κ2 can be reduced to
a function of M2. Such simplifications are helpful in a qualitative analysis
of the cutoff dependence.

In the limit of Eq. (3.8a) for u0 = 1
4 one obtains

dµ2
λ

dλ2
=

3α

2π

(

1 +
µ2

λ2 + 2µ2

)

θ(z2
0)

(

2

a

)4
z0

∫

0

dz
z2

[(1 + 2/a)2 − z2]2
, (3.11)
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where a = ε(λ2 + 3µ2)/Λ2 and z0 =
√

1 − 4m2/(λ2 + 3µ2). Note that for
λ2 ≤ 4m2−3µ2 the derivative of the effective meson mass equals zero and the
mass stays at the width independent value µ2

4m2−3µ2 . If one uses Eq. (3.10)

instead, the corresponding result is

dµ2
λ

dλ2
=

α

2π

(

1 +
µ2

λ2 + 2µ2

)

θ(z2
0)z

3
0(1 + a)−4. (3.12)

Eqs. (3.11) and (3.12) are the same for a≪ 1 which is the limit of removing
the regularization cutoff, ε → 0, for a fixed Hamiltonian width λ. In this
limit one has

dµ2
λ

dλ2
=

α

2π

(

1 +
µ2

λ2 + 2µ2

)(

1 − 4m2

λ2 + 3µ2

)3/2

θ(λ2 + 3µ2 − 4m2) . (3.13)

If one assumes that the meson mass squared parameter in the effective
Hamiltonian has some finite value, µ2

0 = µ2
λ0

at some λ0 such that λ2
0 ≥

4m2 − 3µ2 then, the integration of Eq. (3.13) demonstrates that

µ2
λ = µ2

0 +
α

2π
(λ2 − λ2

0) +
α

2π
(µ2 − 6m2) log

λ2

λ2
0

+ µ2
conv(λ, λ0) . (3.14)

µ2
conv(λ, λ0) denotes the result of integrating the convergent part of the in-

tegrand,

µ2
conv(λ, λ0) =

α

2π

λ2
∫

λ2
0

ds

[

(

1 +
µ2

s+ µ2

)(

1 − 4m2

s+ 3µ2

)3/2

−1−µ2 − 6m2

s

]

.

(3.14a)
µ2

conv(λ, λ0) has a finite (i.e. λ-independent) limit for large λ. It contains the
terms which vanish for large λ as inverse powers of λ2. The dependence of
µ2

conv(λ, λ0) onm and µ is not indicated explicitly because we will not need it
in the discussion of counterterms. However, one should keep in mind that the
mass parameters determine the value of λ =

√

4m2 − 3µ2 where the effective
mass stabilizes. We simplify our notation assuming that the effective cutoffs
are always above the point of stabilization. Below the stabilization point,
the meson mass has the constant value which is independent of λ. We will
show later that the constant value is equal to the physical meson mass.

The mass squared term in the effective Hamiltonian with a non-negligible
coupling g grows linearly with λ2. A logarithmic correction appears with an
opposite sign due to the factor z3

0 in Eq. (3.13), as indicated in Eq. (3.14).
However, one cannot make contact in Eq. (3.14) with the initial Hamiltonian
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by letting λ grow to infinity because one would obtain an ill-defined result.
The factors depending on a in Eqs. (3.11) or (3.12) remove the infinite
growth of µλ when λ → ∞. Eq. (3.12) is simpler than Eq. (3.11) and
illustrates the same idea so we start with Eq. (3.12).

Equation (3.12) can be integrated over λ from infinity to any finite value
because the factor (1 + a)−4 provides convergence for λ2 > Λ2/ε. Neverthe-
less, the integral diverges as a function of ε when ε → 0. The divergence
appears as a single number. Therefore, the counterterm is also a number.
We add µ2

ε −µ2 to µ2 in the initial Hamiltonian. We also write µ2
ε as a series

in powers of g, µ2
ε = µ2 + δµ2

ε + o(g4) so that δµ2
ε ∼ g2. Thus,

µ2
λ = µ2 + δµ2

ε −
α

2π

∞
∫

λ2

ds

(

1+
µ2

s+ 2µ2

)(

1− 4m2

s+ 3µ2

)3/2(

1+ ε
s + 3µ2

Λ2

)−4

+o(g4). (3.15)

This is an example of Eq. (2.33) in a perturbative application to second order
in powers of g in Yukawa theory. The counterterm δµ2

ε will be calculated
following the steps described below Eq. (2.33).

The diverging part of the integrand equals α/2π [1 + (µ2 − 6m2)/s] and
the remaining part is convergent. The convergent part of the integrand has
the same structure as in µ2

conv(λ, λ0) but the integral now extends from λ2

to infinity instead of from λ2
0 to λ2. In the convergent part, one can replace

the regulating factor by 1. Simplifications occur in the limit ε → 0 and the
result of integration in Eq. (3.15) is

µ2
λ = µ2 + δµ2

ε +
α

2π

[

−Λ
2

3

1

ε
+ (λ2 + 3µ2) + (µ2 − 6m2)

(

log ε
λ2

Λ2
+

11

6

)]

−µ2
conv(∞, λ) + o(g4), (3.16)

where the square bracket originates from the diverging part.
Following the procedure described below Eq. (2.33), we define the coun-

terterm δµ2
ε as the negative of the integral of the diverging integrand for

some arbitrarily chosen λ = λ0 plus an unknown finite piece corresponding
to λ0 and denoted by δµ2

ε finite(λ0). Namely,

δµ2
ε =

α

2π

[

Λ2

3

1

ε
+(µ2−6m2) log

1

ε
−(λ2

0+3µ2) − (µ2 − 6m2)

(

log
λ2

0

Λ2
+

11

6

)]

+δµ2
ε finite(λ0) + o(g4), (3.17)
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where

δµ2
ε finite(λ0) =

α

2π

[

Λ2

3
c1+(µ2−6m2)c2+(λ2

0+3µ2)+(µ2−6m2)

(

log
λ2

0

Λ2
+

11

6

)]

+o(g4) (3.17a)

with the unknown finite numbers c1 and c2. So, in fact,

δµ2
ε =

α

2π

[

Λ2

3

(

1

ε
+ c1

)

+ (µ2 − 6m2)

(

log
1

ε
+ c2

)]

. (3.17b)

Since the whole expression on the right-hand side of Eq. (3.17) is merely a
number, it is not necessary to find c1 and c2 or any other part of it separately.
One can easily find the number δµ2

εfinite(λ0) from the knowledge of µ2
λ at

some value of λ. The resulting counterterm will render well defined finite
boson mass squared parameter in the effective Hamiltonians in the limit
ε→ 0. Using Eqs. (3.16) and (3.17) one obtains

µ2
λ = µ2 + δµ2

ε finite(λ0) +
α

2π

[

λ2 − λ2
0 + (µ2 − 6m2) log

λ2

λ2
0

]

−µ2
conv(∞, λ) + o(g4). (3.18)

Equation (3.18) is an example of Eq. (2.35).
The unknown finite term δµ2

ε finite(λ0) has to be found by comparison
with data, which might include symmetry requirements. We shall discuss
an example of a renormalization condition later in this Section.

Let us assume now that at some arbitrarily chosen value of λ = λ1 the
effective meson mass squared required in Eq. (3.5) by a fit to data equals µ2

1,
i.e. µ2

λ1
= µ2

1. We can calculate δµ2
ε finite(λ0) using Eq. (3.18) with λ = λ1

and µ2
λ1

on the left-hand side replaced by the number µ2
1 inferred from the

experimental data. The result is

δµ2
ε finite(λ0) = µ2

1 − µ2 − α

2π

[

λ2
1 − λ2

0 + (µ2 − 6m2) log
λ2

1

λ2
0

]

+µ2
conv(∞, λ1) + o(g4). (3.19)

Note that one has to include the contribution of the convergent terms in
the determination of the arbitrary constants when using the value of µ2

1.
Knowing δµ2

ε finite(λ0) one can calculate µ2
λ. Namely,

µ2
λ = µ2

1 +
α

2π

[

λ2 − λ2
1 + (µ2 − 6m2) log

λ2

λ2
1

]

+µ2
conv(λ, λ1) + o(g4). (3.20)
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As expected, Eq. (3.20) is the same as Eq. (3.14) when λ1 = λ0 and µ1 = µ0.
One can also trace the origin of all the terms from Eq. (3.14); the diverging
and converging terms and the counterterm in Eq. (3.15).

We can now analyze Eq. (3.11) analogously to Eq. (3.12) without cal-
culating all integrals explicitly. Integrating both sides of Eq. (3.11), we
have

µ2
λ = µ2

ε −
∞

∫

λ2

ds
dµ2

s

ds
. (3.21)

By demanding that µ2
ε removes the diverging (i.e. ε-dependent in the limit

ε → 0) part of the integral, and leaving the finite part of µ2
ε free so that at

some λ = λ0 the effective boson mass squared parameter has a desired value
µ2

0, we obtain

µ2
λ = µ2

0 +

λ2
∫

λ2
0

ds
dµ2

s

ds
. (3.22)

The integrand is given by the right-hand side of Eq. (3.11) with λ2 = s.
Since s ranges only from λ2

0 to λ2 and both are finite we can take the limit
ε→ 0 under the integral sign and the integrand becomes equal to the right-
hand side of Eq. (3.13) with λ2 replaced with s. Integration over s produces
exactly the same answer as given by Eq. (3.14). Thus, we see that the result
of Eq. (3.14) is independent of the regularization scheme. It is determined
by the initial Hamiltonian of Yukawa theory as given by Eq. (3.3). The
only unknown in Eq. (3.14) is the value of µ2

0. More precisely, we know that
µ2

0 = µ2 + δµ2
0 + o(g4) and the unknown term is δµ2

0 ∼ g2.
Note that the above calculations can be carried out in a different way

using the following observation. Equation (3.6) in the lowest order of per-
turbation theory has a particularly simple structure. Namely, the only de-
pendence on λ comes from the similarity function f(z2

λ) and both sides of
the equation are equal to the derivatives with respect to λ. Therefore, one
can directly integrate both sides and obtain a compact integral expression
for µ2

λ for arbitrary functions f .
One should remember that such simplifications do not occur in higher

order calculations or beyond simple perturbative expansion when the cou-
pling constant and mass parameters depend on λ themselves. Therefore, we
stress that the dominant contribution to the rate of change of µ2

λ with λ
comes from the edge of the diagonal proximum. This fact remains generally
valid and the procedure applied above represents a generic situation despite
simplicity of the example. This example does not involve a distinction be-
tween the bare coupling g and a renormalized coupling because to order g2

there is none.
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In order to determine δµ2
0 we need to specify a renormalization condition.

A natural requirement for µ2
0 is that the effective Hamiltonian has one boson

eigenstates parametrized by momenta p+ and p⊥ with eigenvalues of the
form p− = (p⊥2 + µ̃2)/p+ where µ̃ is equal to the physical boson mass. Our
approach preserves kinematical symmetries of the light-front frame explicitly
and the eigenvalue is guaranteed to appear in that form. Therefore, one
can calculate a whole spectrum of eigenvalues for eigenstates of different
momenta by calculating the single mass parameter µ̃.

In order to write the effective eigenvalue equation and find out µ2
0 which

leads to the desired value of µ̃ (if it is possible), the following steps need to
be taken.

One inserts Eq. (3.14) into Eq. (3.5). Then, one replaces the bare opera-

tors a†k and ak in the whole Gλ by the effective ones, a†λk and aλk, obtaining
Gλ. Next, by applying the operation Fλ, one obtains the effective Hamilto-
nian with the form factors in the vertices, Hλ = Fλ[Gλ].

The effective eigenvalue equation for bosons is an example of Eq. (1.2).
Here, it is sufficient to consider the eigenvalue equation for Hλ in the expan-
sion to second order in g since we are interested in δµ2

0 which is proportional
to g2. The only terms that contribute are the free energy term including
the effective mass squared and the interaction terms which change the par-
ticle number by one. The latter equal the canonical interactions with the
similarity form factors.

To zeroth order in g, a physical meson state equals a single effective
meson state, and µ̃2 = µ2.

No terms order g arise in µ̃2 and the next correction is order g2. This
correction can be calculated using the operation R and the model Hamilto-
nian defined in a perturbative expansion from Eq. (1.3). Using expansion
into a series of powers of g to second order, one can restrict the model space
to the single effective boson sector. The effect of coupling to the fermion-
anti-fermion pair states is included in perturbation theory.

Another method is to arbitrarily limit the number of effective Fock sec-
tors and diagonalize the effective Hamiltonian in that limited space. Such
procedure could be called the effective Tamm–Dancoff approach (ETD), cf.

Refs. [9] and [10]. The term of the second order in g in the eigenvalue will
determine δµ2

0. One can limit the space of states to one effective boson and
effective fermion-anti-fermion pairs. Note that interactions in the ETD are
tempered by the similarity factors of width λ which is on the order of particle
masses and no ultraviolet divergence exists. This way our ETD approach
overcomes the old problem of ultraviolet mass renormalization in the TD
approach.

The model calculation using R and the ETD calculation have to agree
with each other for small coupling constants in the presence of a finite energy
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gap between states with different numbers of particles, which is the case here
for 0 < µ < 2m. We discuss only second order corrections in g. Therefore, we
can focus on a straight-forward perturbation theory anyways. Nevertheless,
our simple calculations have two interesting aspects.

The first one is that no coupling renormalization effects arise to order
g2. Therefore, the expansion in powers of g up to g2 is equivalent to the
expansion in powers of an effective coupling, no matter how the latter is
defined. It is important to realize that the expansion in powers of g is
understood here to be the expansion in powers of the effective coupling
which appears in the effective Hamiltonian of width λ; gλ = g to order
g2. It is not meant to be the expansion in the initial field theory coupling
constant.

The second aspect is following. The perturbative expansions applied
in the effective eigenvalue problem are expansions in the interaction which
is suppressed in strength by the similarity vertex form factor of width λ.
Therefore, the range in momentum space of the effective interaction terms
is infinitely smaller than the momentum range of the analogous interaction
in the bare Hamiltonian. In other words, the effective strength of the inter-
actions is greatly reduced and much smaller than the value of g itself would
imply if it stood in the initial bare Hamiltonian. Our initial expansion in
powers of g can now be understood as a shortcut to the expansion in pow-
ers of the effective coupling. The latter expansion may have a considerable
range of rapid convergence because the form factors reduce the size of coef-
ficients in the expansion. The effective coefficients are much smaller than in
the case of the initial Hamiltonian without form factors.

Thus, the operation R on Hλ expanded in powers of the effective inter-
action (the coupling constant itself can be sizable), opens new options for
studying the effective eigenvalue problem in the whole Fock space using the
basis built with the effective creation and annihilation operators correspond-
ing to the width λ. One can estimate contributions of various components
by making different choices of the model spaces and solving model dynam-
ical problems numerically. Wave functions are expected to fall off sharply
for large momenta and particle numbers if g is not too large. The effective
coupling constant needs to be set equal to the right value at λ.

The second order expression in perturbation theory implies

p⊥2 + µ̃2

p+
〈p′|p〉 =

p⊥2 + µ2
λ

p+
〈p′|p〉

−〈p′|Fλ[G12λ]
1

G1λ − (p⊥2 + µ2)/p+
Fλ[G21λ]|p〉 . (3.23)

|p〉 denotes a single effective meson state with momentum p+ and p⊥, 〈p′|p〉 =
16π3p+δ3(p′ − p). The term order g2 produces
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µ̃2 = µ2
λ −

∫

[xκ]gf(z2
λ)

[2M2 − 8m2]

M2 − µ2
gf(z2

λ) + o(g4), (3.24)

where the notation is the same as in Eq. (3.6). Using Eq. (3.8) with u0 = 1
4

at λ = λ0 one obtains

µ2
0 = µ̃2 +

α

4π

1
∫

0

dx

∞
∫

0

dκ2 [2M2 − 8m2]

x(1 − x)(M2 − µ2)
θ(λ2

0 + 3µ2 −M2) + o(g4).

(3.25)

For λ0 ≤
√

4m2 − 3µ2 the effective meson mass parameter equals the
physical meson mass, as promised. For fermions with masses order 0.9 GeV,
this implies no corrections to a light meson mass such as µπ for cutoffs
smaller than 1.8 GeV. But one has to remember that the correction for the
pseudoscalar πN interaction is different from Eq. (3.25), i.e. the spin factor
has to be enlarged by 8m2 (see comments above Eq. (3.9)).

However, the actual measure of the off-shell effects is not given directly
by µ2

0 but by the sum of µ2
0 and the self-energy resulting from the effective

interactions. According to Eqs. (3.22) and (3.24), the sum of both contribu-
tions in the physical pion mass itself is actually equal zero to order α.

Using Eqs. (3.21), (3.22) and (3.25), one can express the meson mass
squared term in the initial renormalized Hamiltonian in terms of the physical
meson mass µ̃ and the initial mass parameter µ. Namely, µ2 = µ̃2 + o(g2)
and

µ2
ε = µ̃2 + g2

∫

[xκ]
[2M2 − 8m2]

M2 − µ2
rε(x, κ) + o(g4) . (3.26)

3.2.2. Fermion mass squared

In complete analogy to Eqs. (3.4) to (3.6) one obtains the fermion energy
operator,

G1 fermionλ =
∑

σ

∫

[k]
k⊥2 +m2

λ

k+
(b†kσbkσ + d†kσdkσ). (3.27)

Results for fermions and anti-fermions are identical. We have

dm2
λ

dλ
= g2

∫

[xκ]
df2(z2

λ)

dλ

ūmσk(6pm +m)umσk

M2 −m2
rε(x, κ). (3.28)

M2 = (m2 + κ2)/x + (µ2 + κ2)/(1 − x). The regularization factor of
Eq. (2.49) implies

rε(x, κ) =

[

1 +
ε

Λ2
M2 +

( ε

Λ2

)2 κ2 +m2

x

κ2 + µ2

1 − x

]−2

. (3.29)
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The spin factor in Eq. (3.28) can be rewritten as

ūmσk(6pm +m)umσk = ūmσk[x 6km +m+ 1
2γ

+(p−m − xk−m)]umσk. (3.30)

/km between spinors is equivalent to m. The term with γ+ is typical in light-
front calculations. Its part proportional to k⊥2/k+ cancels out. The term
linear in k⊥ does not contribute because it is odd in κ⊥ and all other factors
including the regularization factor depend only on the modulus of κ⊥. The
spin factor is thus reduced to

ūmσk

[

(x+ 1)m+
γ+

2k+

κ2 + (1 − x2)m2

x

]

umσk =
κ2 + (1 + x)2m2

x
. (3.31)

Result for a pseudoscalar interaction with iγ5 is the same except for the op-
posite sign in front of x in the numerator. Inclusion of the isospin introduces
the number of bosons in the theory in front of the integral in Eq. (3.28).

We observe a similar structure in Eq. (3.28) as in the meson mass de-
pendence on λ2 in Eq. (3.6). Namely, there are terms diverging linearly and
logarithmically and there is a series of convergent terms. We observe that
the divergences amount to a number which grows when ε→ 0 and integrate
both sides of Eq. (3.28) to obtain

m2
λ = m2

ε − g2

∫

[xκ]
[

1 − f2(z2
λ)

] κ2 + (1 + x)2m2

x(M2 −m2)
rε(x, κ) , (3.32)

where, according to Eq. (2.18), zλ = (M2 − m2)/(M2 + m2 + λ2). The
ε-dependent terms originate from 1 in the bracket, which is independent
of λ. The counterterm δm2

ε ∼ g2 in m2
ε = m2 + δm2

ε + o(g4) removes the
divergence. The finite part of the counterterm is left to be determined by
data.

m2
λ = m2 + δm2

ε finite + g2

∫

[xκ]f2(z2
λ)
κ2 + (1 + x)2m2

x(M2 −m2)
. (3.33)

The value of δm2
ε finite is determined from the value of m2

λ required in the
effective Hamiltonian Hλ by some physical condition. If we had defined the
divergent part by an integral from λ0 we would have to take into account
that m2

εfinite depends on λ0 to compensate for the λ0 dependence of the
diverging integral. When we define the counterterm to be given by the whole
λ-independent part of the integral in Eq. (3.32), plus a finite constant to be
determined by data, then δm2

ε finite does not depend on λ0. Nevertheless, it
can be expressed in terms of m2

λ0
. For example, if the effective fermion mass

squared at λ = λ0 should be m2
λ0

= m2
0 then,

m2
λ = m2

0 + g2

∫

[xκ]
[

f2(z2
λ) − f2(z2

λ0

] κ2 + (1 + x)2m2

x(M2 −m2)
. (3.34)
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m2
0 = m2 + δm2

0 + o(g4). δm2
0 ∼ g2 can be found from a renormalization

condition for the physical fermion mass.
A natural condition for fitting m2

0 is that the effective Hamiltonian at
the scale λ0 has fermionic eigenstates with eigenvalues of the form p− =
(p⊥2 + m̃2)/p+, where m̃ denotes the physical fermion mass. In analogy to
Eqs. (3.23) and (3.24) one obtains

m̃2 = m2
λ −

∫

[xκ]gf(z2
λ)
κ2 + (1 + x)2m2

x(M2 −m2)
gf(z2

λ) + o(g4). (3.35)

So,

m2
0 = m̃2 + g2

∫

[xκ]f2(z2
λ0

)
κ2 + (1 + x)2m2

x(M2 −m2)
+ o(g4). (3.36)

The initial m2
ε can be calculated in terms of m2, m̃2, g and ε from Eq. (3.32).

The effective fermion mass parameter in the interacting Hamiltonian of
width λ is

m2
λ = m̃2 + g2

∫

[xκ]f2(z2
λ)
κ2 + (1 + x)2m2

x(M2 −m2)
+ o(g4). (3.37)

Analogous equation in the case of nucleons coupled to pions is the same
as Eq. (3.37) except for (1 − x)2 instead of (1 + x)2 in the numerator and
the isospin factor 3 in front of the integral. In the limit of a θ-function for
the similarity factor f one obtains the result m2 = m̃2 + o(g2), m̃ = mN ,
and

m2
λ = m2

N + 3g2

∫

[xκ]θ(λ2 + 3m2 −M2)
κ2 + (1 − x)2m2

x(M2 −m2)
+ o(g4). (3.38)

For λ2 = (m + nπ µπ)2 − 3m2, where nπ is a small integer one obtains
(α = g2/4π)

m2
λ = m2

N +m2
N

3α

4π
c . (3.39)

c = 4/3(nπ µπ/mN )3 + o(µ4
π). The expansion formula for c shows the cor-

rection is small for small meson masses. Note that λ2 must be negative for
small nπ, as explained below Eq. (2.20). The exact result for nπ = 3 gives
c ∼ 0.03 and nπ = 4 gives c ∼ 0.12. Even for quite large couplings the
effective mass parameter in the Hamiltonian deviates only a little from the
physical nucleon mass if the Hamiltonian width allows momentum changes
of the order of a few meson masses only. Moreover, the physically rele-
vant off-shell effects are not given directly by the above numbers but by
the difference between these and the effects of the interactions present in
the effective Hamiltonian. The combined effect is zero for the nucleon mass



Similarity Renormalization Group Approach to Boost. . . 2027

itself to order g2. Eq. (3.39) suggests that the self-interaction effects can
be calculable in perturbation theory. This is encouraging for the program
outlined in Ref. [17].

If we used Eq. (2.20) in the θ-function limit with an infinitesimal u0 and

λ2 = λ̃2/
√
u0 for n = 1 the θ-function under the integral in Eq. (3.38) would

be replaced by θ(λ̃2 +m2 −M2).

3.2.3. Fermion-fermion interaction

Our next example is the second order calculation of the effective Hamil-
tonian term which contains products of two creation and two annihilation
operators for fermions. The differential equation we need to consider results
from Eq. (2.29) for the two-fermion terms;

d

dλ
G22λ =

[

fλG12λ

{

d

dλ
(1 − fλ)G21λ

}

G1λ

−
{

d

dλ
(1 − fλ)G12λ

}

G1λ

fλG21λ

]

22

.

(3.40)

The subscript 22 denotes a term with two creation and two annihilation
operators for fermions. 21 denotes a term with one annihilation operator
and one creation operator for fermions and one creation operator for bosons.
12 denotes a term which annihilates a fermion and a boson and creates a
fermion. For a hermitean Hamiltonian, we have G12 = G†

21.

The right-hand side of Eq. (3.40) does not contain disconnected inter-
actions (it never does, cf. Section 3.1) and one can isolate the terms with
two creation and two annihilation operators for fermions by contracting one
creation operator and one annihilation operator for bosons. The only term
which contributes is the ordered and regularized third term on the right-hand
side of Eq. (3.3). Thus, in Eq. (3.40), we have

G21λ =
∑

σσf

∫

[k1kk2]16π
3δ3(k1+k−k2)gūmk1σf

umk2σr
(εef
Λ2

)

r
(εeb
Λ2

)

b†k1σf
a†kbk2σ

=

∫

[P ]
1

P+

∑

σσf

∫

[xκ]gūmxP+κσf
umPσr

(εef
Λ2

)

r
(εeb
Λ2

)

b†xP+κσf
a†(1−x)P−κbPσ ,

(3.41)
where ef = (κ2 +m2)/x and eb = (κ2 + µ2)/(1− x). This representation il-
lustrates appearance of the parent and daughter momentum variables in the
interaction term. The factor g ūmk1σf

umk2σ r(εef/Λ
2) r(εeb/Λ

2) will be de-
noted by g21. The analogous factor in G12λ will be denoted by g12. Similarly,
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in the case of the four-fermion interaction term, we have

G22λ =

∫

[P ]
1

P+

∑

σ1σ2σ3σ4

∫

[xκ][yρ] g22λb
†
xP+κσ1

b†(1−x)P−κσ3
byP+ρσ2b(1−y)P−ρσ4

,

(3.42)

where g22λ is a function of the daughter momentum variables x, κ⊥, y, ρ⊥

and the fermion spin projections on the z-axis: σ1, σ2, σ3 and σ4. Details
of the notation will become clear shortly. To order g2, only fλ depends on
λ on the right-hand side of Eq. (3.40) and it can be written in terms of the
coefficient functions as

d

dλ
g22 =

[

f{−f ′} − {−f ′}f
]

[g12g21]22 . (3.43)

The subscript λ and arguments of the functions are not indicated, to simplify
the formula. Expression in the first bracket is called the inner similarity

factor for G22. The word “inner” is used to distinguish this factor from the
form factor introduced by the operation Fλ when this operation is applied
to G22. The latter form factor can be called the outer similarity factor
because it depends on the incoming and outgoing invariant masses only,
independently of the internal structure of the interaction.

Momentum variables in Eq. (3.43) can be expressed by the daughter
momentum variables from Eq. (3.42). One needs to express the parent and
daughter variables of G12 and G21, and the energy denominators, in terms of
x, κ⊥, y and ρ⊥ from Eq. (3.42). This is done as follows.

The momentum labels of the fermion annihilation operators in Eq. (3.42)
are denoted by k2 and k4 and the momentum labels of the fermion creation
operators in Eq. (3.42) are denoted by k1 and k3 . The numbers assigned to
the fermion momenta correspond to the numbers labeling their spin projec-
tions on the z-axis in Eq. (3.42). In terms of the origin of the annihilation and
creation operators in Eq. (3.42), G21 provides the fermion creation operator
with momentum k1 and the fermion annihilation operator with momentum
k2. G12 provides the fermion creation operator with momentum k3 and the
fermion annihilation operator with momentum k4. There is a change of
sign due to the reordering of the fermion operators. The boson operators
from G12 and G21 are contracted and provide factors similar to the factors
associated with an intermediate particle in the old-fashioned Hamiltonian
calculations of the S-matrix.

It is useful to think about the effective Hamiltonian in terms of a scat-
tering amplitude with two vertices but the reader should remember that the
formula we are describing is not for an S-matrix matrix element. Therefore,
the “scattering” language has a limited meaning. The fine point is that,
after evaluation of Gλ, one has to replace the bare creation and annihilation
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operators by the effective ones in order to obtain Gλ. The term in Gλ is not
directly related to any scattering process before the replacement is made.
The replacement prevents confusion between the Hamiltonian calculus which
uses the bare operators, and the S-matrix calculus which uses the effective
Hamiltonian and the corresponding incoming, outgoing and intermediate
states of effective particles. The scattering language becomes particularly
confusing in theories with gauge symmetry, spontaneous symmetry breaking
and confinement. None of these features appear here in the calculation to
order g2. Therefore, the scattering language is useful in the current example.

The intermediate boson momentum is defined for + and ⊥ components
as k5 = k3 − k4 and k−5µ = (k⊥2

5 + µ2)/k+
5 . These four components form the

four-momentum of the exchanged boson. It is denoted by k5µ to indicate
the mass which determines the minus component. The same result for k5µ

is obtained by subtracting k1 from k2 instead of k4 from k3. It is so because
the translational invariance of the Hamiltonian on the light-front implies
momentum conservation for the + and ⊥ components.

Thus, the inner similarity factor in Eq. (3.43) is

[

f{−f ′} − {−f ′}f
]

= f(z2
12λ)

[−f(z2
21λ)]′

∆E21
− [−f(z2

12λ)]′

∆E12
f(z2

21λ). (3.44)

The prime denotes differentiation with respect to λ.
In the case of G1 in Eq. (3.4), the whole inner similarity factor of the

analogous structure was equal to the derivative of f2(z2
λ) divided by a single

denominator. For both functions f in Eq. (3.4) had the same argument z2
λ

and the two corresponding energy denominators were the same. In Eq. (3.44)
we have two different arguments of the similarity functions f and two dif-
ferent energy changes. Namely, z12λ and ∆E12 for the vertex of G12 with
momenta k3m, k4m and k5µ, and z21λ and ∆E21 for the vertex of G21 with
momenta k1m, k2m and k5µ.

The parent momentum for the vertex of G12 is P12 = (k5µ +k3m+k4m)/2
so that for the + and ⊥ components we have P12 = k3. Similarly, the parent
momentum for the vertex of G21 is P21 = (k5µ + k1m + k2m)/2 so that for
the + and ⊥ components we have P21 = k2.

Now, the rules provided by Eqs. (2.12) to (2.20) imply the following
formulae for the arguments of the similarity functions f .

∆M2
12 = (k5µ + k4m)2 − k2

3m = 2(k5µ + k4m − k3m)P12. (3.45)

ΣM2
12 = M2

12 + 2m2. (3.46)

z12λ =
∆M2

12

ΣM2
12 + λ2

. (3.47)
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∆M2
21 = k2

2m − (k5µ + k1m)2 = −2(k5µ + k1m − k2m)P21. (3.48)

ΣM2
21 = −M2

21 + 2m2. (3.49)

z21λ =
∆M2

21

ΣM2
21 + λ2

. (3.50)

Equations (2.12) to (2.16) imply

∆E12 =
∆M2

12

P+
12

(3.51)

and

∆E21 =
∆M2

21

P+
21

. (3.52)

In terms of the familiar parameters x, κ⊥, y and ρ⊥ from Eq. (3.42),
i.e.

P = k1 + k3 = k2 + k4, (3.53)

x = k+
1 /P

+, (3.54)

κ⊥ = k⊥1 − xP⊥, (3.55)

and

y = k+
2 /P

+, (3.56)

ρ⊥ = k⊥2 − yP⊥ , (3.57)

the mass differences which determine the arguments of the similarity func-
tions read as follows.

∆M2
12 = (1 − x)

[

(κ⊥ − ρ⊥)2 + µ2

y − x
+
ρ⊥2 +m2

1 − y
− κ⊥2 +m2

1 − x

]

,(3.58)

∆M2
21 = y

[

ρ⊥2 +m2

y
− κ⊥2 +m2

x
− (κ⊥ − ρ⊥)2 + µ2

y − x

]

. (3.59)

The corresponding energy denominators are

∆E12 =

[

(κ⊥ − ρ⊥)2 + µ2

y − x
+
ρ⊥2 +m2

1 − y
− κ⊥2 +m2

1 − x

]/

P+ (3.60)

and

∆E21 =

[

ρ⊥2 +m2

y
− κ⊥2 +m2

x
− (κ⊥ − ρ⊥)2 + µ2

y − x

]/

P+. (3.61)

In Eqs. (3.40) to (3.61) always y > x. Evaluating matrix elements of the
effective interaction between states of indistinguishable fermions one obtains
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results in which the momentum and spin variables are properly symmetrized
(antisymmetrized) as dictated by the statistics.

Evaluation of the second bracket in Eq. (3.43) gives

[g12g21]22 = −gūm(1−x)P−κσ3
um(1−y)P−ρσ4

r(εe4/Λ
2)r(εe12/Λ

2)

× 1

(y − x)P+
gūmxP+κσ1umyP+ρσ2 r(εe1/Λ

2)r(εe21/Λ
2) . (3.62)

The arguments of the regularization factors appear in the mass differences.
Namely,

∆M2
12 = e4 + e12 −m2 =

κ⊥2
12 +m2

x12
+
κ⊥2

12 + µ2

1 − x12
−m2, (3.63a)

where

x12 =
1 − y

1 − x
, (3.63b)

κ⊥12 = −ρ⊥ + x12κ
⊥, (3.63c)

and

∆M2
21 = m2 − e1 + e21 = m2 − κ⊥2

21 +m2

x21
− κ⊥2

21 + µ2

1 − x21
, (3.64a)

where

x21 =
x

y
, (3.64b)

κ⊥21 = κ⊥ − x21ρ
⊥. (3.64c)

Eqs. (3.62) to (3.64) contain daughter energies in the notation introduced
already in Eqs. (2.48) and (2.49). Similar subscript notation will be used to
label the regularization factors. Equation (3.43) reads, in the abbreviated
notation, as follows.

d

dλ
g22 =

[

y

y − x

f12f
′
21

∆M2
21

− 1 − x

y − x

f ′12f21

∆M2
12

]

θ(y − x) gū3u4 r4r12 gū1u2 r1r21.

(3.65)
In the familiar limit of Eq. (3.8) where the similarity function f approaches
the θ-function, i.e. f12 = θ[λ2+2m2−∆M2

12] and f21 = θ[λ2+2m2+∆M2
21],

the derivatives of the similarity functions become δ-functions and one can
integrate Eq. (3.65) using the relation

∫ ∞

a dsθ(s−b)δ(s−c) = θ(c−b)θ(c−a).
The result is

g22λ = g22ε +

[

yθ21−12θ21−λ

(y − x)|∆M2
21|

+
(1 − x)θ12−λθ12−21

(y − x)|∆M2
12|

]

×θ(y − x)gū3u4r4r12gū1u2r1r21. (3.66a)
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The symbols θ with various subscripts denote the following functions:

θ12−21 = 1 − θ21−12 = θ(|∆M2
12| − |∆M2

21|), (3.66b)

θ12−λ = θ(|∆M2
12| − λ2 − 2m2), (3.66c)

and

θ21−λ = θ(|∆M2
21| − λ2 − 2m2). (3.66d)

The initial value term of g22ε at λ = ∞ is absent in the canonical Hamilto-
nian. It is equal zero if matrix elements of H22λ = Fλ [G22λ] between finite
free energy states have a limit when ε→ 0. If the limit does not exist due to
a diverging ε-dependence a counterterm containing nonzero g22ε is required
to remove the divergence.

If we used Eq. (2.20) in the θ-function limit with an infinitesimal u0

and λ2 = λ̃2/
√
u0 for n = 1 then, λ2 + 2m2 in the θ-function arguments

above would be replaced by λ̃2. This feature will be used later in the case
of nonrelativistic bound states.

The easiest momentum configuration to analyze g22ε is the one where the
sum of free energies for the momenta of creation operators equals the sum
of free energies for the momenta of annihilation operators: (k1m + k3m)2 =
(k2m+k4m)2 = M2. We will refer to this configuration as the energy-diagonal

part of the interaction. In the energy-diagonal part of the interaction, we
have ∆E12 = −∆E21, and

ρ⊥2 +m2

1 − y
− κ⊥2 +m2

1 − x
=
κ⊥2 +m2

x
− ρ⊥2 +m2

y
. (3.67)

Thus,
|∆M2

12|
1 − x

=
|∆M2

21|
y

=
µ2 + ~q 2

y − x
, (3.68)

where ~q 2 = (κ⊥ − ρ⊥)2 + (y − x)2M2. These relations imply θ12−21 =
1 − θ21−12 = θ(1 − x− y), θ12−λ = θ[µ2 + ~q 2 − (y − x)(λ2 + 2m2)/(1 − x)]
and θ21−λ = θ[µ2 + ~q 2 − (y − x)(λ2 + 2m2)/y]. Therefore, θ12−λ = 1 in the
same momentum range where θ21−λ = 1. Thus, the energy-diagonal part of
the fermion-fermion effective interaction order g2 is

g22λ = g22ε +
gū3u4 r4r12 gū1u2 r1r21

µ2 + ~q 2
θ(y − x)

×θ
[

µ2 + ~q 2 − y − x

max(y, 1 − x)
(λ2 + 2m2)

]

. (3.69)

Equation (3.69) is helpful because it provides insight into the more com-
plicated interaction from Eq. (3.66). When the momentum transfer is suffi-
ciently large and (y − x)(λ2 + 2m2)/max(y, 1 − x) is negligible so that the
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θ-functions and the regularization functions r4, r12, r1 and r21 in Eq. (3.69)
equal 1, the second term on the right-hand side of Eq. (3.69) is equal to
Feynman’s expression for the one boson-exchange scattering amplitude for
two fermions. Namely, the numerator factors are standard for the Yukawa
interaction and the denominator equals µ2−(k3m−k4m)2 = µ2−(k2m−k1m)2

(the necessary antisymmetrization for identical fermions requires evaluation
of matrix elements of the Hamiltonian term under consideration). However,
there is a difference between the energy diagonal part of the effective Hamil-
tonian matrix elements and the on-shell Feynman scattering amplitude due
to the θ-functions and the regularization factors in Eq. (3.69) where they
differ from 1. In other words, our theory is regularized ab initio and the
resulting amplitudes contain the regularizing factors. The width dependent
factor of the effective Hamiltonian does not belong in a physical scattering
amplitude and we will explain how it goes away when one evaluates S-matrix
elements later in this Section.

The θ-functions force the momentum transfer carried by the intermediate

boson, |~q|, to be larger than
[

(y − x)(λ2 + 2m2)/y − µ2
]1/2

. The size of

this number depends on how large λ2 and the ratios of the longitudinal
momenta are. If λ2 is negative and compensates 2m2, the lower bound on
the momentum transfer is absent. For larger λ2, the ratio of y − x to the
parent fermion y has to be smaller than µ2(λ2 +2m2)−1 for the lower bound
on the momentum transfer to be absent. Otherwise, the momentum transfer
is limited from below. This means that the effective interaction term does
not include the long distance part of the Yukawa potential.

The regularization factors in the limit ε→ 0 converge pointwise to 1. No
diverging cutoff dependence is obtained when evaluating matrix elements of
G22λ between states of finite invariant masses M2 so the matrix elements
of H22λ are free from divergences. Therefore, g22ε = 0. We can replace the
regularization factors in the limit ε→ 0 by 1.

We proceed to the analysis of Eq. (3.66). No divergences appear in the
finite matrix elements of the effective Hamiltonian of width λ when ε → 0.
One can see that this is the case using Eqs. (3.63a) and (3.64a). Namely, the
arguments of the regularization factors are finite for finite ∆M2

12 and ∆M2
21

and they approach 0 when ε → 0. One demands that the free invariant
masses of the states of fermions used to calculate the matrix elements are
finite. The only possibility for ∆M2

12 or ∆M2
21 to diverge emerges when

x approaches y, i.e. when the longitudinal momentum transfer between the
fermions approaches zero. In such case, e12 and e21 approach infinity even for
a vanishing transverse momentum transfer because the meson mass squared
is greater than zero.

Now, the remaining factors of spinors and energy denominators, the lat-
ter multiplied by the boson phase-space factor of y − x, are all finite in the
limit x → y. The regularization factors r12 and r21 deviate from 1 only in
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the small region in the momentum space where |x − y| < εΛ2/µ2 (or in a
still smaller region for a nonzero meson transverse momentum). All other
factors in the interaction are finite in this region. Therefore, for finite wave
packets or bound state wave functions used in the evaluation of the matrix
element, this small region produces a contribution which is proportional to
ε. Thus, it vanishes in the limit ε → 0. Consequently, the matrix elements
of g22ε are equal 0 and the regularization factors can be replaced by 1.

The full result for the effective fermion-fermion interaction in the limit
ε→ 0 is

H22λ = Fλ [G22λ] =

∫

[P ]
1

P+

×
∑

σ1σ2σ3σ4

∫

[xκ][yρ] g22λ f(z2
22λ) b†λxP+κσ1

b†λ(1−x)P−κσ3
bλyP+ρσ2bλ(1−y)P−ρσ4

,

(3.70a)

where

g22λ =

[

θ12−21θ21−λ

µ2 − q221
+
θ12−λθ21−12

µ2 − q212

]

θ(y − x)gū3u4gū1u2 , (3.70b)

q12 = k3m − k4m, (3.70c)

q21 = k2m − k1m, (3.70d)

θ12−21 = 1 − θ21−12 = θ
[

(1 − x)(µ2 − q212) − y(µ2 − q221)
]

, (3.70e)

θ12−λ = θ
[

(1 − x)(µ2 − q212) − (y − x)(λ2 + 2m2)
]

, (3.70f)

θ21−λ = θ
[

y(µ2 − q221) − (y − x)(λ2 + 2m2)
]

. (3.70g)

The argument of the outer similarity factor f(z2
22λ) that limits the width of

the effective interaction in momentum space, is

z22λ =
∆M2

22

ΣM2
22 + λ2

. (3.70h)

The mass difference, ∆M2
22 = M2

24 −M2
13, and the mass sum, ΣM2

22 =
M2

24+M2
13, are expressed by the fermion momenta through relations M2

24 =
(k2m+k4m)2 and M2

13 =(k1m+k3m)2.
Equations (3.70a) to (3.70h) explain the structure of the fermion-fermion

effective interaction order g2 in terms of the two four-momentum transfers,
q12 and q21. The transfer q12 appears in the vertex where the intermediate
boson is annihilated and the transfer q21 appears in the vertex where the bo-
son is created. The θ-functions exclusively select which momentum transfer
appears in the denominator. The lower bounds on the momentum transfers
depend on the ratio of |x− y| to y and 1 − x and on the masses and λ2.
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We can now evaluate matrix elements of the T-matrix between effective
two-fermion states using the Hamiltonian of width λ to second order in g;

T (E) = HIλ +HIλ
1

E −H0λ + iε
HIλ . (3.71)

We have H0λ = G1λ and HIλ = Fλ [G22λ +G12λ +G21λ]. The first term
on the right-hand side of Eq. (3.71) contributes solely through H22λ. In the
second term, only H12λ +H21λ contributes in HIλ.

The first term in Eq. (3.71) has its matrix element given by the anti-
symmetrization of the right-hand side of Eq. (3.70b). The multiplication by
f(z2

22λ) does not matter because f(z2
22λ) = 1 in the energy-diagonal matrix

elements and only the energy-diagonal part contributes to the cross section.
The energy-diagonal part of g22λ is given by

g22λ =
gū3u4 gū1u2

µ2 − q2
θ(y − x) θλ , (3.72)

where θλ = θ
[

max(y, 1 − x)(µ2 − q2) − (y − x)(λ2+2m2)
]

and q=q12 =q21.
The antisymmetrization of the right-hand side of Eq. (3.72) produces the
contribution of the first term in Eq. (3.71) to the scattering amplitude.

The second term in Eq. (3.71) provides the one-boson exchange ampli-
tude with form factors in the fermion-boson vertices. The form factors are
the similarity functions fλ. The resulting amplitude is given by the anti-
symmetrization of Eq. (3.72) with θλ replaced by the product of the form
factors. In the θ-function limit, the vertex form factors equal 1− θ21−λ and
1− θ12−λ. Their product equals 1− θλ. Thus, the second term provides the
same contribution as the first term but the factor θλ is replaced by 1 − θλ.

The sum of both terms in Eq. (3.71) produces the matrix element of the
scattering matrix on-energy-shell which is independent of λ. Our complete
on-shell result in the effective theory is equal to the well known Feynman
result for the one boson exchange scattering amplitude.

There is an important property of the second order calculation above
which is worth a separate note. When the Hamiltonian width in the mass
difference becomes small the effective meson emission can no longer occur.
Thus, the effective theory describes fermions interacting by potential forces.
The potentials are given by factors f(z2

22λ)g22λ in H22λ. The form factors
f(z2

22λ) are known off-energy shell. g22λ contains also the inner similarity
factors which force the intermediate boson to form a sufficiently high invari-
ant mass state but if the width is small enough these factors are equal 1.
f(z2

22λ)g22λ is the generalized relativistic potential term that equals Yukawa
potential in the nonrelativistic limit. Thus, we have accomplished a deriva-
tion of the boost invariant potential term order g2 in the effective Yukawa
theory.
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The nonrelativistic Yukawa theory is obtained when the width λ is
such that the allowed energy transfers are much smaller than the effective
fermion masses. This condition limits only the relative motion of the effective
fermions. It does not limit their total momentum which can still be chosen
arbitrarily by taking advantage of the boost invariance. The reduction of the
fermion dynamics in Yukawa theory with small λ to the Schrödinger equa-
tion in second order perturbation theory is further discussed in Ref. [26].
Initial studies of the 4th order similarity in a Yukawa model are given in
Ref. [27].

Note that in the energy diagonal part of the effective potential as well as
in the on-energy shell scattering amplitude the outer similarity factor equals
1 independently of the size of the momentum transfer. In other words, one
cannot see the outer similarity factor in the physical scattering amplitude
order g2 and the only signs of the effective nature of the potential are the
form factors in the interaction vertices.

If we use the interaction gψ̄iγ5~τψ~φ instead of gψ̄ψφ in writing the initial
Hamiltonian of Eq. (3.3), the resulting effective potential corresponds to the
one-pion exchange between nucleons. Since the formalism is not limited to
the nonrelativistic domain of the fermion momenta or to the lowest order
perturbation theory, one can investigate this type of potentials in a wide
range of applications in meson-baryon and quark-pion physics.

There exists a possibility that the similarity flow of Hamiltonians may
lead to growth of coupling constants for small width. The outer similarity
factor reduces the strength of the effective interactions when λ decreases.
Effective Hamiltonians with small width may have the same bound state
eigenvalues as Hamiltonians of similar structure with large widths and small
couplings if the effective coupling constants become large for small widths.
The range of coupling constants requires investigation in order to establish if
the size of coupling constants required in the meson-nucleon phenomenology
can be explained this way.

3.2.4. Fermion-anti-fermion interaction

The fermion-anti-fermion interaction order g2 satisfies a differential equa-
tion which is analogous to Eq. (3.40) but more terms appear. The operator
subscripts must distinguish fermions and anti-fermions and one has to in-
clude terms which result from the annihilation channel. The fermion-anti-
fermion effective interaction term is

G11̄1̄1λ=

∫

[P ]
1

P+

∑

σ1σ2σ3σ4

∫

[xκ][yρ]g11̄1̄1λb
†
xP+κσ1

d†(1−x)P−κσ3
d(1−y)P−ρσ4

byP+ρσ2.

(3.73)
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Note the change of order of the spin numbering and momentum assignments
in comparison to Eq. (3.42) for fermions. The new order results from the
operator ordering including anti-fermions as defined in Section 2.1. Momenta
k1 and k2 are used for fermion and k3 and k4 for anti-fermion operators with
even subscripts for annihilation operators and odd subscripts for creation
operators.

There are three terms contributing to the derivative of g11̄1̄1λ with respect
to λ: one due to the annihilation channel and two due to the exchange of
a boson. One of the latter two contributions results from the emission of
the boson by the fermion and absorption by the anti-fermion and the other
one from the emission by the anti-fermion and absorption by the fermion. In
each of the terms there are two similarity functions with different arguments.
We have

dg11̄1̄1λ

dλ
= S1gū1v3 gv̄4u2 r11r13r14r12

1

P+

−
{

S2r21r2512r24r2534
θ(y−x)

(y−x)P+
+S3r32r3512r33r3534

θ(x−y)
(x−y)P+

}

gū1u2 gv̄4v3 .

(3.74)
The inner similarity factors are, i = 1, 2, 3,

Si = f(z2
i2)

[−f(z2
i2)]

′

∆Ei2
− [−f(z2

i1)]
′

∆Ei1
f(z2

i2). (3.75)

Equation (3.75) is similar to Eq. (3.44) (the subscript λ is skipped for clar-
ity). The second subscript of the arguments of the similarity function f
denotes the vertex, i.e. 1 stands for the vertex where the boson was annihi-
lated and 2 stands for the vertex where the boson was created. In Eq. (3.74),
the fermion regularization factors first subscript is the same as the corre-
sponding inner similarity factor subscript (i.e. the subscript of S) and the
second subscript is the same as the corresponding fermion momentum sub-
script. The boson regularization factors are distinguished by the subscript
5 following the convention from Eqs. (2.50). Their first subscript is also
the same as the corresponding inner similarity factor subscript. Last two
subscripts of the boson regularization factors equal subscripts of the fermion
momenta from the vertex where the boson regularization factor originated.
Arguments of the regularization factors have the same subscripts as the reg-
ularization factors themselves, i.e. ri = r(εei/Λ

2). The daughter energies
in the arguments are calculated according to the rules given in Eqs. (2.47)
to (2.50). We give the results below for completeness. The same arguments
will appear in all theories of physical interest.



2038 St.D. Głazek

e11 =
κ⊥ 2 +m2

x
. (3.76a)

e13 =
κ⊥ 2 +m2

1 − x
. (3.76b)

e14 =
ρ⊥ 2 +m2

y
. (3.76c)

e12 =
ρ⊥ 2 +m2

1 − y
. (3.76d)

e21 =
κ⊥ 2

212 +m2

x212
. (3.77a)

e2512 =
κ⊥ 2

212 + µ2

1 − x212
. (3.77b)

x212 =
x

y
. (3.77c)

κ⊥212 = κ⊥ − x212ρ
⊥ . (3.77d)

e24 =
κ⊥ 2

234 +m2

x234
. (3.77e)

e2534 =
κ⊥ 2

234 + µ2

1 − x234
. (3.77f)

x234 =
1 − y

1 − x
. (3.77g)

κ⊥234 = −ρ⊥ + x234κ
⊥ . (3.77h)

e32 =
κ⊥ 2

312 +m2

x312
. (3.78a)

e3512 =
κ⊥ 2

312 + µ2

1 − x312
. (3.78b)

x312 =
y

x
. (3.78c)

κ⊥312 = ρ⊥ − x312κ
⊥ . (3.78d)

e33 =
κ⊥ 2

334 +m2

x334
. (3.78e)

e3534 =
κ⊥ 2

334 + µ2

1 − x334
. (3.78f)
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x334 =
1 − x

1 − y
. (3.78g)

κ⊥334 = −κ⊥ + x334ρ
⊥ . (3.78h)

Arguments of the similarity functions and energy denominators which ap-
pear in Eq. (3.75) are calculated according to the rules given in Eqs. (2.12)
to (2.19) and (2.24) to (2.26). The results are universal for all one-particle-
exchange two-particle interactions and are given below for completeness.

∆M2
11 = (k1 + k3)

2
µ − (k1m + k3m)2

= µ2 − e11 − e13 . (3.79a)

ΣM2
11 = −∆M2

11 + 2µ2 . (3.79b)

∆E11 = ∆M2
11/P

+ . (3.79c)

∆M2
12 = (k2m + k4m)2 − (k2 + k4)

2
µ

= e14 + e12 − µ2 . (3.79d)

ΣM2
12 = ∆M2

12 + 2µ2 . (3.79e)

∆E12 = ∆M2
12/P

+ . (3.79f)

∆M2
21 = (k2534µ + k4m)2 − k2

3m

= e2534 + e24 −m2 . (3.80a)

ΣM2
21 = ∆M2

21 + 2m2 . (3.80b)

∆E21 = ∆M2
21/(1 − x)P+ . (3.80c)

∆M2
22 = k2

2m − (k2512µ + k1m)2

= m2 − e2512 − e21 . (3.80d)

ΣM2
22 = −∆M2

22 + 2µ2 . (3.80e)

∆E22 = ∆M2
22/yP

+ . (3.80f)

∆M2
31 = (k3512µ + k2m)2 − k2

1m

= e3512 + e32 −m2 . (3.81a)

ΣM2
31 = ∆M2

31 + 2m2 . (3.81b)

∆E31 = ∆M2
31/xP

+ . (3.81c)

∆M2
32 = k2

4m − (k3534µ + k3m)2

= m2 − e3534 − e33 . (3.81d)

ΣM2
32 = −∆M2

32 + 2µ2 . (3.81e)

∆E32 = ∆M2
32/(1 − y)P+ . (3.81f)
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In all cases, the arguments of the similarity functions are given by Eq. (2.18),
i.e. zi = ∆M2

i /(ΣM2
i + λ2) for all subscripts appearing in Eq. (3.75).

The same reasoning is used to integrate Eq. (3.74) as in the case of
Eq. (3.65) for the fermion-fermion interaction. For the similarity function f
approaching the θ-function with u0 = 1/4 in Eq. (2.20), we have f(z2

i ) =
θ(λ2 +2m2

i −|∆M2
i |) with m2

i = µ2 in the first, and m2
i = m2 in the second

and third inner similarity factors in Eq. (3.74).
Integration of Eq. (3.74) gives

g11̄1̄1λ = g11̄1̄1ε + c1gū1v3gv̄4u2r11r13r14r12

+ [c2 r21r2512r24r2534 θ(y − x) + c3 r32r3512r33r3534 θ(x− y)] gū1u2 gv̄4v3 ,

(3.82a)

where the coefficients are,

c1 =
θ12−11θ12−λ

|∆M2
12|

+
θ11−λθ11−12

|∆M2
11|

, (3.82b)

c2 =
yθ22−21θ22−λ

(y − x)|∆M2
22|

+
(1 − x)θ21−λθ21−22

(y − x)|∆M2
21|

, (3.82c)

c3 =
(1 − y)θ32−31θ32−λ

(x− y)|∆M2
32|

+
xθ31−λθ31−32

(x− y)|∆M2
31|

. (3.82d)

The symbols for θ-functions have the following meaning: θi−j = θ(|∆M2
i |−

|∆M2
j |)and θi−λ = θ(|∆M2

i | − 2m2
i − λ2) with m2

i equal µ2 in c1 and m2 in
c2 and c3.

The next step is the construction of the interaction Fλ [G11̄1̄1λ] from
G11̄1̄1λ of Eq. (3.73) using Eqs. (2.8) and (2.9).

Then, one has to find out if matrix elements of Fλ [G11̄1̄1λ] between finite
free invariant mass states have a limit when ε → 0. Stated differently, one
checks if the existence of the limit requires the initial value of g11̄1̄1ε to
differ from zero to cancel potential divergences in the limit. Following the
same steps as in the case of Eqs. (3.66) and (3.70), one can check that no
divergences arise. Therefore, g11̄1̄1ε = 0.

The final answer for the effective fermion-anti-fermion interaction is

H11̄1̄1λ = Fλ [G11̄1̄1λ] =

∫

[P ]
1

P+

∑

σ1σ2σ3σ4

∫

[xκ][yρ]g11̄1̄1λf(z2
11̄1̄1λ)

× b†λxP+κσ1
d†λ(1−x)P−κσ3

dλ(1−y)P−ρσ4
bλyP+ρσ2 , (3.83a)

where

g11̄1̄1λ =c1gū1v3 gv̄4u2+[c2θ(y−x)+c3θ(x−y)] gū1u2gv̄4v3. (3.83b)



Similarity Renormalization Group Approach to Boost. . . 2041

In terms of the fermion momenta,

c1 =
θ(s− 3µ2 − λ2)

s− µ2
, (3.83c)

with s = max(M2
13,M2

24), and

c2θ(y − x) + c3θ(x− y) =
θa−bθa−λ

a
+
θb−aθb−λ

b
, (3.83d)

with a = µ2 − q212, b = µ2 − q234, θa−b = 1 − θb−a = θ(mxya −m1−x1−yb),
θa−λ = θ

[

mxya− |x− y|(2m2 + λ2)
]

, θb−λ = θ [m1−x1−yb− |x− y|
×(2m2 + λ2)

]

, mxy = max(x, y) and m1−x1−y = max(1 − x, 1 − y). The
argument of the outer similarity factor in Eq. (3.83.a), i.e. z11̄1̄1λ, is equal
to z22λ from Eq. (3.70h). Note that Eqs. (3.83a-d) provide the generaliza-
tion of Eqs. (3.70a-h) to the case of effective interactions of distinguishable
fermions.

When λ2 is reduced below 4m2 − 3µ2, the internal similarity factor in
the annihilation term stays equal 1 independently of the value of λ. The
effective interaction term provides the full contribution of the annihilation
channel to the fermion-anti-fermion scattering amplitude of order g2. The
fermion-anti-fermion-boson term in the effective Hamiltonian which could
contribute acting twice in the scattering is zero for such low values of λ2

because the mass gap between the boson and the fermion pair is larger than
λ allows.

The internal similarity factor in the exchange term becomes equal 1
independently of λ only when λ2 becomes smaller than −2m2 + 2mµ +
µ2. The lower bound on λ2 is −m2 − (m + µ)2 (see the discussion of Eqs.
(2.18) and (2.20)). In the lower bound region, the effective boson emission
and absorption vanish and the exchange interaction term provides the full
scattering amplitude due to the one-boson exchange. The amplitude is equal
to the standard result on-shell where the outer similarity factor equals 1.

If the boson mass is much smaller than the fermion mass the fermion
energies for small momenta are quadratic functions of momentum while the
boson energy is a linear function of momentum. Therefore, for sufficiently
small momenta, the boson energy is large in comparison to the fermion
kinetic energies and their changes. Thus, the one-boson-exchange interaction
is mediated by a relatively high energy intermediate state. Consequently, it
is contained in a potential term in the effective Hamiltonian.

For small λ, the effective Hamiltonian contains potentials which are equal
to standard scattering amplitudes in the Born approximation. The poten-
tials differ from the Born amplitudes off-shell in a unique way which is dic-
tated by principles of the Hamiltonian quantum mechanics and the similarity
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renormalization group: the outer similarity factor reduces the strength of the
interaction off-energy-shell. In the light-front dynamics the off-shellness is
measured in terms of the free invariant mass.

Outside the lower bound region for λ the scattering amplitudes obtain
also contributions from the effective interactions which change the number
of bosons by one in the transition through the intermediate states. Analysis
of Eq. (3.71) in application to the fermion-anti-fermion scattering follows the
same steps as for the fermion-fermion scattering in the previous Section. The
resulting on-shell scattering amplitude is independent of λ. The amplitude
is equal to the well known perturbative result in Yukawa theory to order g2.

3.3. QED

This Section describes calculations of the effective mass squared term
for photons, the effective mass squared term for electrons and the effective
interaction between electrons and positrons in QED. The calculated terms
are order e2.

The initial expression which we use to calculate the renormalized Hamil-
tonian of QED is obtained from the Lagrangian L=−1

4F
µνFµν+ψ̄(i 6D−m)ψ

by the procedure of evaluating the energy-momentum tensor T µν and inte-
grating T+− over the light-front [23]. We have

HQED =

∫

dx−d2x⊥
[

ψ̄mγ
+−∂⊥2 +m2

2i∂+
ψm − 1

2
Aν

0∂
⊥2A0ν

+eψ̄m 6A0ψm + e2ψ̄m 6A0
γ+

2i∂+
6A0ψm +

e2

2
ψ̄mγ

+ψm
1

(i∂+)2
ψ̄mγ

+ψm

]

x+=0

,

(3.84)
where ψm is a free fermion field with mass m and Aν

0 is a free massless
photon field with A+

0 = 0.
We replace fields ψm(x) and Aν

0(x) for x+ = 0 by the Fourier superpo-
sitions of creation and annihilation operators, we order the operators in all
terms and we drop terms containing divergent integrals which result from
contractions. This is done in the same way as in the Yukawa theory but
more terms need to be considered. Then, we introduce the regularization
factors.

The ultraviolet regularization factors are already familiar and the same
as in the Yukawa theory. The additional regularization is required due to
the infrared singularities. Photons have diverging polarization vectors when
their +-momentum approaches 0. The corresponding seagull term, i.e. the
5th term in Eq. (3.84), is diverging too. We introduce the infrared regular-
ization factors (1 + δ/x)−1 as described in Section 2.2.
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We also introduce a photon mass term µ2
ε = µ2

δ by adding it to −∂⊥ 2 in
the second term in Eq. (3.84). A fixed value of µδ leads to the conclusion
in perturbation theory that the photon eigenstates have masses equal to µδ

when the charge e approaches 0. Therefore, we will be forced to consider
the limit µδ → 0 in order to discuss physical photons to order e2. Also, the
nonzero mass squared term for photons leads to additional divergences when
δ → 0 and the limit of µδ → 0 removes those.

The infrared finiteness of QED suggests that physical results in our ap-
proach should be independent of µδ when it is sufficiently small. We intro-
duce the photon mass µδ and investigate the limit µδ → 0. The second order
calculations in this paper lead to results which are independent of µ2

δ when
it tends to zero.

3.3.1. Photon mass squared

The same procedure from Section 2 which led to Eqs. (3.4) and (3.5) in
Yukawa theory leads in QED to

G1 photon λ =
∑

σ

∫

[k]
k⊥2 + µ2

λ

k+
a†kσakσ . (3.85)

No correction arises to the term k⊥2/k+ because our regularization preserves
the kinematical symmetries of light-front dynamics.

A new feature in comparison to the Yukawa theory is the polarization of
photons. With the kinematical symmetries explicitly preserved, only terms
diagonal in the photon polarization emerge. For example, terms proportional
to kiεiσ1

kjεjσ2 with σ1 6= σ2 cannot appear because the regularization and
similarity factors do not introduce dependence on the photon momentum.
Note that such terms are allowed by the power counting [5].

The net result of the photon self-interaction is an effective photon mass
squared term which is independent of the photon momentum but varies with
the effective Hamiltonian width λ. One obtains more complicated results
for the effective photon free energy if the regularization or similarity factors
violate kinematical symmetries of light-front dynamics [5].

The dependence of µ2
λ on λ is determined to order e2 by the equation

dµ2
λ

dλ
δσ1σ2 = e2

∫

[xκ]
df2(z2

λ)

dλ

Tr 6ε∗kσ1
(6k1m +m) 6εkσ2(6k2m −m)

M2 − µ2
δ

rε(x, κ)

(3.86)
and the initial condition at λ = ∞. However, it is also sufficient to know
the effective mass squared at any single value of λ to determine its value
at other values of λ using Eq. (3.86). The initial condition at λ = ∞ is
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distinguished only because it provides connection with standard approaches
based on the local Lagrangian for electrodynamics.

In Eq. (3.86), M2 = (κ⊥ 2 + m2)/x(1 − x), ∆M2 = M2 − µ2
δ and

ΣM2 = M2 + µ2
δ so that zλ = (M2 − µ2

δ)/(M2 + µ2
δ + λ2). In the limit

of Eq. (3.8), we have f2(z2
λ) = θ(λ2 + 3µ2

δ − M2). In fact, Eq. (3.86) is
free from infrared singularities and we could skip the introduction of µ2

δ by
letting it go to zero at this point. However, the systematic approach defines
the Hamiltonian of QED including the infrared regulator mass for photons
and we can keep it here for illustration. The regularization factor rε(x, κ)
in Eq. (3.86) is the same as in Eq. (3.9) in Yukawa theory because only
fermion regularization factors enter Eq. (3.86), according to Eqs. (2.47) to
(2.49), and these factors are the same in both theories.

Evaluation of the spin factor gives

dµ2
λ

dλ
= e2

∫

[xκ]
df2(z2

λ)

dλ

2M2 − 4κ⊥ 2

M2 − µ2
δ

rε(x, κ), (3.87)

which is the QED analog of Eq. (3.6) from Yukawa theory.
Integration of Eq. (3.87) is carried out through the same steps as in the

Yukawa theory. We can use Eq. (3.22) to calculate the effective photon mass
squared µ2

λ knowing its value µ2
0 at some value of λ = λ0.

The value of µ2
0 is found by requesting that the effective Hamiltonian

eigenvalues for photon states contain the physical photon mass µ̃, expected
to be 0. However, solving the eigenvalue equation to second order in the
coupling constant e through the same steps as in the case of mesons in
Yukawa theory in Eqs. (3.23) to (3.25), leads to the physical photon mass
µ̃ = µδ. µδ is small but finite and it is considered, in terms of powers of e,
to be of order e0 = 1 when e→ 0.

In the θ-function limit for the similarity function f with u0 = 1/4 one
obtains

µ2
0 = µ2

δ +
α

4π

1
∫

0

dx

∞
∫

0

dκ2 2M2 − 4κ⊥ 2

x(1 − x)(M2 − µ2
δ)
θ(λ2

0 + 3µ2
δ −M2) + o(e4) ,

(3.88)
Thus, at other values of λ, the effective photon mass squared is

µ2
λ = µ2

δ +
α

4π

1
∫

0

dx

∞
∫

0

dκ2 2M2 − 4κ⊥ 2

x(1 − x)(M2 − µ2
δ)
θ(λ2 + 3µ2

δ −M2) + o(e4) .

(3.89)
This result naturally depends on the infrared regularization parameter µ2

δ
but no singularity appears when this parameter is set equal to zero. For
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λ2+3µ2
δ ≤ 4m2, where 4m2 is the lowest possible free invariant mass squared

for the two intermediate fermions, the photon mass is independent of the
Hamiltonian width λ and it equals µ2

δ . For larger values of λ2, the effective
photon mass grows with the width λ so that its larger value compensates
effects of the interactions which become active for the larger width. The net
result is that the photon eigenstates have eigenvalues with masses squared
equal µ2

δ independently of λ. Finally, the result favored by experimental
data is obtained in the limit µ2

δ → 0 at the end of the calculation.

3.3.2. Electron mass squared

Electron and positron self-interactions through emission and reabsorb-
tion of transverse photons result in the fermion free energy terms of the form
exactly the same in QED as in Eq. (3.27) in Yukawa theory. However, the
effective mass of electrons and positrons depends on the width differently
than in the case of Yukawa theory. Instead of Eq. (3.28), one obtains now

dm2
λ

dλ
= e2

∑

σ̃

∫

[xκ]
df2(z2

λ)

dλ

ūmσk 6εk̃σ̃(6pm +m) 6ε∗
k̃σ̃
umσk

M2 −m2
rεδ(x, κ) , (3.90)

where k̃ = (k − p)0, p
+ = xk+, p⊥ = xk⊥ + κ⊥, M2 = (m2 + κ2)/x+ (µ2

δ +
κ2)/(1−x), ∆M2 = M2−m2, ΣM2 = M2 +m2 and zλ = ∆M2/(ΣM2 +
λ2). The regularization factor of Eq. (2.49) for the intermediate particles
and the infrared regulator for the intermediate photon, as given at the end
of Section 2.2, imply

rεδ(x, κ) =

[

1 +
ε

Λ2
M2 +

( ε

Λ2

)2 κ2 +m2

x

κ2 + µ2
δ

1 − x

]−2 (

1 +
δ

1 − x

)−2

.

(3.91)
The sum over photon polarizations in Eq. (3.90) produces the well known
expression

∑

σ̃

εα
k̃σ̃
ε∗β
k̃σ̃

= −gαβ +
k̃αg+β + g+αk̃β

k̃+
, (3.92)

and the spin factor in Eq. (3.90) is

ūmσkγα(6pm +m)γβumσk

[

−gαβ +
k̃αg+β + g+αk̃β

k̃+

]

=
2

x

[

(1 − x)2m2 + κ2 1 + x2

(1 − x)2

]

. (3.93)
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The new feature of this expression, in comparison to the Yukawa theory,
is the divergence for x → 1, i.e. where the photon longitudinal momentum
approaches 0.

The rate of change of the electron mass term versus the effective Hamil-
tonian width in the θ-function limit for the similarity function with u0 = 1/4
is

dm2
λ

dλ2
=

α

4π

1
∫

0

dx

∞
∫

0

du δ(3m2 + λ2 −M2)
m2 2(1−x)2

x + u2(1+x2)
1−x

M2 −m2
rεδ(x, κ) ,

(3.94a)
where u = κ2/x(1 − x),

rεδ(x, κ)=

[

1+
ε

Λ2
M2+

( ε

Λ2

)2
[

(1−x)u+
m2

x

][

xu+
µ2

δ

1−x

]]−2(

1+
δ

1−x

)−2

,

(3.94b)
and

M2 = u+
m2

x
+

µ2
δ

1 − x
. (3.94c)

The divergence structure of the effective electron mass in Eq. (3.94a) is
obscured by the fact that the whole effective mass term is merely a number
dependent on λ while three cutoff and regularization parameters appear in
the integral: ε, δ and µδ. The only available condition is that the effective
electron mass should have a limit when ε → 0. However, this condition
has to be satisfied without generating divergences in the physical electron
mass (i.e. in the electron eigenvalue energy) when we remove the infrared
regularization. Since other contributions to the physical electron mass may
diverge as δ or µδ tend to 0, and only the sum is finite in the limit, one
needs to keep track of the infrared structure in defining the ε-independent
(i.e. ultraviolet finite) part of the counterterm.

The divergences due to ε → 0, δ → 0 and µδ → 0, are not resolved in
the single mass constant. Many elements of a complete analysis overlap in
producing the final answer and many simplifications are possible. We will
proceed in this Section with a simplified analysis. A more extended analysis
will be required for other Hamiltonian terms where the outcome of the pro-
cedure is not reduced to finding only one number in the effective interaction.
For example, in the electron-positron interaction term the external momenta
of fermions introduce a whole range of additional parameters. That case will
be illustrated in the next Section.

The δ-function under the integral on the right-hand side of Eq. (3.94a)
forces M2 to be equal λ2 +3m2. The smallest possible value of M is m+µδ

and the negative value of λ2 = (m+µδ)
2−3m2 = −m2−(m+µδ)

2 +2[(m+
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µδ)
2 −m2] is required to reach this lower bound (see the comments about

Eq. (2.20)). Below this bound the right-hand side of Eq. (3.94a) vanishes, no
emission or absorption of photons by electrons is possible and the effective
electron mass stays constant. The smallest possible value of λ2 allowed by
Eq. (2.18) is −m2−(m+µδ)

2. The difference between these bounds vanishes
when the photon mass goes to zero.

In the next Section about electron-positron interaction we will also con-
sider the case of the infinitesimal u0 (see the discussion below Eq. (2.20)),

which leads to δ(λ̃2 +m2−M2) in Eq. (3.94a), instead of δ(3m2 +λ2−M2).
For λ2 > (m+µδ)

2 − 3m2, the right-hand side of Eq. (3.94a) is positive.
Therefore, the effective electron mass squared term grows together with the
width of the Hamiltonian. This growth combines with the growing nega-
tive contributions of the corresponding effective transverse photon emission
and reabsorption so that the physical electron mass is independent of the
Hamiltonian width.

For λ2 close to the lower bound, umust be close to 0 and x∼1−µδ/(m+µδ).
But M2 is limited and determined by the value of λ. Quite generally, as
long as M remains limited, u and µ2

δ/(1 − x) are limited. The invariant
mass denominator in Eq. (3.94a) equals λ2 + 2m2. The denominator is
small only when λ2 is close to the lower bound. Then, the integration
range is small too. The denominator, when expressed in terms of λ, can
be pulled out and put in front of the integral. The integration over u sets
u = ũ(x) = λ2 +3m2−m2/x−µ2

δ/(1−x) and forces the condition ũ(x) > 0.
This condition implies the following limits on the integration over x, pro-
vided λ2 + 3m2 > (m+ µδ)

2 since otherwise the integral is 0.

x0 −∆x < x < x0 +∆x , (3.95a)

x0 =
1

2

(

1 +
m2 − µ2

δ

λ2 + 3m2

)

, (3.95b)

∆x =

√

x2
0 −

m2

λ2 + 3m2
. (3.95c)

Within these limits, ũ(x) varies from the minimal value of 0 at the lower
bound x0−∆x through a maximum of λ2+3m2−(m+µδ)

2 at x = m/(m+µδ)
to the minimal value of 0 again at the upper bound x0 +∆x. In the case of
infinitesimal u0, one replaces λ2 + 2m2 in these formulae by λ̃2. Eq. (3.94a)
reads
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dm2
λ

dλ2
=
αθ[3m2 + λ2 − (m+ µδ)

2]

4π(λ2 + 2m2)

×
x0+∆x
∫

x0−∆x

dx

[

m2 2(1 − x)2

x
+ ũ(x)

2(1 − +x2)

1 − x

]

rεδ(x, ũ(x)) , (96a)

where

rεδ(x, ũ(x)) =

[

1 +
ε

Λ2
(3m2 + λ2) +

( ε

Λ2

)2
[

(1 − x)ũ(x) +
m2

x

]

×
[

xũ(x) +
µ2

δ

1 − x

]]−2 (

1 +
δ

1 − x

)−2

. (96b)

The upper limit of integration over x for µ2
δ much smaller than m2 and

2m2 + λ2 , equals 1 − µ2
δ/(2m

2 + λ2) and approaches 1 when µδ → 0. For
x close to 1, the factor (1 − x)−1 in the square bracket of the integrand is
large and leads to a logarithmic dependence of the integral on the upper
integration limit. The logarithm would become infinite for µδ → 0 if δ were
equal 0. Therefore, the limit µδ → 0 is sensitive to the presence of the
regularization factor with δ 6= 0. For the finite µδ, the region of x → 1 is
regulated by ε and can be considered an ultraviolet limit. A counterterm
to the diverging ε dependence could remove the divergence due to x → 1.
Then, a separate cutoff parameter δ would not be needed but the resulting
terms would diverge for µ2

δ → 0. For finite µ2
δ , the derivative of the electron

mass with respect to λ is finite. For µ2
δ = 0, the integrand in the region x ∼ 1

is regulated solely by the infrared regularization factor [1+δ/(1−x)]−2 since
the upper limit of integration over x is equal 1.

For finite λ2 all three terms in M2, i.e. ũ(x), m2/x and µ2
δ/(1 − x) are

limited. Therefore, for finite µδ, one can take the limit ε → 0 in the inte-
grand. The factor [1 − δ/(1 − x)]−2 remains and additionally cuts off the
integration region at x ∼ 1 − δ. The ratio of δ to µ2

δ/(2m
2 + λ2) deter-

mines the size of contributions obtained from the upper range of integration
over x. For finite fixed values of µδ, one can take the limit δ → 0 and
log [(2m2 + λ2)/µ2

δ ] appears in the answer.
The right-hand side of Eq. (3.96a) contains terms which behave for large

λ as a constant, as λ−2 with factors of logarithms of λ and as functions
vanishing faster than λ−2. One integrates Eq. (3.96a) over λ from λ0 to
infinity in order to express the effective electron mass squared term at λ0,
denoted m2

0, in terms of the initial m2
ε. Clearly, the integration over λ

would diverge without the regularization factor which depends on ε. The
integration produces terms behaving as ε−1, log ε and terms convergent in
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the limit ε → 0. m2
ε in the initial Hamiltonian must be supplied with a

counterterm to subtract the diverging ε-dependent terms in the effective
Hamiltonians.

In summary, the infrared divergence due to µδ → 0 and δ → 0 appears in
the derivative of m2

λ with respect to λ. Therefore, even if one requests that
the electron mass term is finite at some value of λ, the effective masses of
electrons in the neighboring Hamiltonians with even slightly different widths
will diverge when µδ and δ approach 0. We have to abandon the requirement
that the effective electron mass term at any value of λ remains finite when
the infrared regularization is removed. The effective masses diverge in the
limit µδ → 0 and δ → 0. The only condition we can fulfill through the
ultraviolet renormalization is that the effective electron masses for finite λ
are independent of ε.

Mathematical details of the effective electron mass term calculation are
more complicated than in the Yukawa theory because the infrared regular-
ization parameters are present. Otherwise, the calculation is essentially the
same and we skip the description here. We only stress that the counterterm
and the effective masses of electrons and positrons depend on the infrared
cutoffs and they diverge when the cutoffs are being removed.

Thus, the effective electron mass squared term in the limit ε→ 0 is

m2
λ = m2

0 + e2
∫

[xκ]
[

f2(z2
λ) − f2(z2

λ0
)
]

×
m2 2(1−x)2

x + κ2

x(1−x)
2(1+x2)

1−x

M2 −m2

(

1 +
δ

1 − x

)−2

+ o(e4) . (3.97)

The finite term m2
0 has a limit when ε→ 0. Its dependence on the infrared

regularization is not displayed. m2
0 is found from a suitable renormalization

condition.

The natural condition to be satisfied by m2
0 is that the effective Hamil-

tonian of some width λ has the electron eigenstates with eigenvalues equal
(p⊥ 2 + m̃2)/p+, where p denotes the electron momentum and m̃ is the phys-
ical electron mass. The eigenvalue equation for electrons can be solved in
perturbation theory in the same way as for bosons in Yukawa theory in
Eqs. (3.23)–(3.26) and fermions in Eqs. (3.35)–(3.39), or in QED for pho-
tons in Eqs. (3.88)–(3.89). One obtains the condition

m̃2 = m2
0−e2

∫

[xκ]f2(z2
λ0

)
m2 2(1−x)2

x + κ2

x(1−x)
2(1+x2)

1−x

M2 −m2

(

1+
δ

1 − x

)−2

+o(e4),

(3.98)
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and one can calculate m0 from this condition. Consequently,

m2
λ = m̃2+e2

∫

[xκ]f2(z2
λ)
m2 2(1−x)2

x + κ2

x(1−x)
2(1+x2)

1−x

M2 −m2

(

1+
δ

1 − x

)−2

+o(e4),

(3.99)
and m2 = m̃2 + o(e2).

The physical electron mass is independent of the infrared regularization
because the regularization dependent m2

λ and the effective emission and
absorption of photons combine to the regularization independent result.

3.3.3. Electron-positron interaction

Calculation of the effective electron-positron interaction to order e2 is of
interest as a way to derive the Coulomb force in quantum electrodynamics
— this interaction is responsible for the formation of positronium. Also,
effective interactions between quarks and anti-quarks in QCD have a number
of similar features and the QED calculation provides an introduction to the
QCD case.

Generally speaking, the QED calculation of the effective electron-posit-
ron interaction proceeds in the same way as in the case of fermion-anti-
fermion interaction in Yukawa theory except for three new elements.

The first is that photons have polarization vectors which enter in the
vertex factors and introduce additional dependence on the exchanged pho-
ton momentum. This dependence leads to infrared divergences for small
longitudinal momenta of exchanged photons.

The second feature is that the infrared divergences require additional
regularization factors. We use the parameter δ and the photon mass squared
µδ 6= 0. The limits δ → 0 and µδ → 0 are generally understood as to be
taken at the end of a calculation of observables and not in the effective
Hamiltonian itself. However, it may also be possible to take the limits in
matrix elements of the Hamiltonian between states which do not induce
infrared divergences, i.e. do not involve small x photons.

The third feature is that the one-photon exchange interaction needs to be
combined with the 5th term from Eq. (3.84) to obtain the standard results
for the electron-positron scattering in the Born approximation. The 5th term
from Eq. (3.84) provides the initial condition for the renormalization group
flow of the effective Hamiltonians. In order e2 this term is only supplied
with the outer similarity factor by the operation Fλ. It does not change in
the flow beyond this factor because it is order e2 itself. The initial condition
provides a contribution which is needed to obtain the Coulomb potential.
This is a different situation than in Yukawa theory where no four-fermion
seagull interactions appeared and the one-meson exchange interaction was
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sufficient to produce the Yukawa potential in the effective Hamiltonians of
small widths.

The effective electron-positron interaction term has the analogous struc-
ture as the fermion-anti-fermion interaction in Eq. (3.73), i.e.

G11̄1̄1λ=

∫

[P ]
1

P+

∑

σ1σ2σ3σ4

∫

[xκ][yρ]g11̄1̄1λb
†
xP+κσ1

d†(1−x)P−κσ3
d(1−y)P−ρσ4

byP+ρσ2 .

(3.100)
The coefficient function g11̄1̄1λ of order e2 satisfies the differential equation

dg11̄1̄1λ

dλ
= S1

∑

σ5

eū1 6εk5σ5v3 ev̄4 6ε∗k5σ5
u2 r11r13r14r12

1

P+

−S2r21r2512r24r2534r3/5r2/5
θ(y − x)

(y − x)P+

∑

σ5

ev̄4 6εk5σ5v3eū1 6ε∗k5σ5
u2

−S3r32r3512r33r3534r1/5r4/5
θ(x− y)

(x− y)P+

∑

σ5

eū1 6εk5σ5u2ev̄4 6ε∗k5σ5
v3 ,(3.101)

which is the QED analog of Eq. (3.74) from Yukawa theory. Notation is the
same as in Eqs. (3.74) to (3.81) with the exception that µ2 is replaced by µ2

δ .
The new elements are the infrared regularization factors of Section 2.2, i.e.

r3/5 = r(k+
3 δ/k

+
5 ), r2/5 = r(k+

2 δ/k
+
5 ), r1/5 = r(k+

1 δ/k
+
5 ), r4/5 = r(k+

4 δ/k
+
5 ),

and the photon polarization vectors. The sum over photon polarizations
gives

∑

σ5

εαk5σ5
ε∗βk5σ5

= −gαβ +
kα
50g

β+ + gα+kβ
50

k+
β

. (3.102)

The terms proportional to the four-vector k50 can be rewritten using the
Dirac equation for free fermions of mass m. For example, in the second
term on the right-hand side of Eq. (3.101) we have

ū1 6k50u2 = ū1

[

6k2m− 6k1m +
1

2
γ+[(k2 − k1)

−
0 − k−2m + k−1m]

]

u2

= ū1γ
+u2

−(k2m − k1m)2

2(k+
2 − k+

1 )
. (3.103)
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Using similar relations for all vertex factors involved one obtains

dg11̄1̄1λ

dλ
= S1

[

−gµν − gµ+gν+ s13 + s24
2P+ 2

]

eū1γµv3 ev̄4γνu2 r11r13r14r12
1

P+

−
{

S2r21r2512r24r2534r3/5r2/5
θ(y−x)

(y−x)P+
+S3r32r3512r33r3534r1/5r4/5

θ(x−y)
(x−y)P+

}

×
[

−gµν − gµ+gν+ q212 + q234
2(x− y)2P+ 2

]

eū1γµu2 ev̄4γνv3 . (3.104)

We use the notation sij = (ki + kj)
2 and q2ij = (ki − kj)

2.

Integration of Eq. (3.104) proceeds in the same way as in the case of
Eq. (3.74). The initial condition at λ = ∞ includes the seagull term.

Hseagull =

∫

[P ]
1

P+

∑

σ1σ2σ3σ4

∫

[xκ][yρ] gseagull
11̄1̄1

×b†xP+κσ1
d†(1−x)P−κσ3

d(1−y)P−ρσ4
byP+ρσ2 , (105a)

where

gseagull
11̄1̄1

= −
[

r21r2512r24r2534r3/5r2/5
θ(y − x)

(y − x)2

+r32r3512r33r3534r1/5r4/5
θ(x− y)

(x− y)2

]

eū1γµu2 ev̄4γνv3
gµ+gν+

P+ 2

+eū1γµv3 ev̄4γνu2 r11r13r14r12
gµ+gν+

P+2
. (105b)

The result of the integration of Eq. (104) is

g11̄1̄1λ = gcounterterm
11̄1̄1ε − c1eū1γ

µv3 ev̄4γµu2 r11r13r14r12

+

[

−1

2
c1(s13 + s24) + 1

]

eū1γ
+v3 ev̄4γ

+u2

P+ 2
r11r13r14r12

−
[

c2r21r2512r24r2534r3/5r2/5θ(y − x) + c3r32r3512r33r3534r1/5r4/5θ(x−y)
]

×eū1γ
µu2ev̄4γµv3−

{[

1

2
c2(q

2
12+q234) + 1

]

r21r2512r24r2534r3/5r2/5θ(y−x)

+

[

1

2
c3(q

2
12+q234)+1

]

r32r3512r33r3534r1/5r4/5θ(x−y)
}

eū1γ
+u2 ev̄4γ

+v3
(x− y)2P+ 2

.

(3.106)

The coefficients c1, c2 and c3 are given by universal Eqs. (3.82.b) to (3.82.d)
which were derived already in Yukawa theory, with the replacement of the
meson mass by the photon mass, µ2 = µ2

δ .
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This result will be now analysed term by term for illustration in the
electron-positron scattering in second order perturbation theory. The first
term in Eq. (3.71) for the T-matrix calculated to order e2 has matrix elements
equal to the matrix elements of the effective interaction from Eq. (3.106).
When evaluating the S-matrix elements, one considers configurations where
the free energy of incoming fermions equals the free energy of the outgoing
fermions. This configuration selects the energy-diagonal part of the effective
interaction: s13 = s24 = s and q212 = q234 = q2. Also, the external similarity
factor which appears in the effective Hamiltonian as an additional factor to
g11̄1̄1λ equals 1. Thus, g11̄1̄1λ in the energy diagonal part can be viewed as
the scattering amplitude. It simplifies in the energy diagonal part to

g11̄1̄1λ = gcounterterm
11̄1̄1ε − c1eū1γ

µv3 ev̄4γµu2

+ [−c1s+ 1]
eū1γ

+v3 ev̄4γ
+u2

P+2

−
[

c2r2512r2534r3/5r2/5θ(y−x)+c3r3512r3534r1/5r4/5θ(x−y)
]

eū1γ
µu2ev̄4γµv3

−
{[

c2q
2 + 1

]

r2512r2534r3/5r2/5θ(y − x)

+
[

c3q
2 + 1

]

r3512r3534r1/5r4/5θ(x− y)
} eū1γ

+u2 ev̄4γ
+v3

(x− y)2P+ 2
. (3.107)

We have removed the regularization factors which equal 1 for fermions with
finite free energy.

In the limit µδ → 0 and for the cutoff λ close to −2m2, a number of sim-
plifications occur. We display the result for the case where the intermediate
photon momentum fraction |x − y| >> (x, y, 1 − x, 1 − y)δ, i.e. when the
exchanged photon momentum is not negligible in comparison to the fermion
momenta. In this case, the infrared regularization factors for the photon
which are still kept in Eq. (3.107) equal 1 and

g11̄1̄1λ = gcounterterm
11̄1̄1ε − u1γ

µv3 ev̄4γµu2

s

+θ
[

|q2| − |x− y|(2m2 + λ2)/max(x, y, 1 − x, 1 − y)
] eū1γ

µu2 ev̄4γµv3
q2

−θ
[

|x− y|(2m2 + λ2)/max(x, y, 1 − x, 1 − y) − |q2|
] eū1γ

+u2 ev̄4γ
+v3

(x− y)2P+ 2
.

(3.108)

The first term is the potentially necessary counterterm which we have not
yet determined. Since the remaining terms are not sensitive to ε, the coun-
terterm matrix element is equal zero.

The second term is the well known expression for the electron-positron
annihilation channel scattering amplitude in the Born approximation. No
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limits on the fermion momenta appear because the invariant mass squared of
two fermions is larger than 4m2 which is the minimal invariant mass differ-
ence in the transition between the two fermions and a one massless photon
state. Since we assume the width λ2 to be small the effective Hamiltonian
contains the full amplitude for transition through the intermediate photon
state. The third term is equal to the standard second order expression for the
electron-positron scattering amplitude via one-photon exchange, except for
the θ-function factor which forces the momentum transfer to be sufficiently
large.

The meaning of this restriction is visible in the T-matrix. The third
term contributes to the e+e−-scattering amplitude through the first term in
Eq. (3.71). The same contribution would originate from the second term in
Eq. (3.71) if we were using the initial Hamiltonian to calculate the T-matrix.
In contrast, the effective Hamiltonian with the small width λ limits the
effective photon emissions and absorptions to small momentum transfers
and, therefore, it is not able to provide this contribution through the second
term in Eq. (3.71). This contribution is then contained in the effective
Hamiltonian itself and comes in the scattering matrix through the first term
in Eq. (3.71).

The fourth term is unusual in the sense that it should not appear in the
electron-positron scattering at all. The fourth term distinguishes the z-axis
in its structure and diverges when x → y. The θ-function factor in the
fourth term is equal 1 where the θ-function factor of the third term is equal
0. And vice versa, the fourth term θ-function equals 0 where the third term
θ-function equals 1.

The need for the fourth term becomes clear when one recalls that the
second term in Eq. (3.71) also contributes to the electron-positron scat-
tering amplitude. The relevant contribution comes through the effective
one-photon exchange which results from the double action of HIλ. HIλ is
given by the operation Fλ applied to the third term of the QED Hamiltonian
from Eq. (3.84), (see Eq. (2.11)). The operation Fλ multiplies the photon
emission and absorption vertices by the factor fλ. This factor was set equal
to a θ-function in the current example. Each interaction provides one factor
of the θ-function. The resulting factor in the second term of Eq. (3.71) is
the same in QED as in Yukawa theory in Eq. (3.72), except for the antisym-
metrization effect which leads to the θ-function which stands in front of the
fourth term in Eq. (3.108).

Now, the second term in Eq. (3.71) contains spin factor which is the
same as in the last term in Eq. (3.104). The gµν part complements the third
term in Eq. (3.108) and produces the full well known one-photon exchange
scattering amplitude which is free from the θ-function factor. The remain-
ing part provides the term which cancels the odd fourth term in Eq. (3.108).
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Thus, the effective Hamiltonian calculated to second order in powers of the
charge e contains an odd term and θ-functions which are required to compen-
sate for the odd contributions to the scattering amplitude from the effective
Hamiltonian order e acting twice. The above analysis of the energy diagonal
part of the second order effective Hamiltonian explains the role of different
terms in Eqs. (3.106) to (3.108).

The analysis also suggests that apparently infrared diverging terms in
the effective Hamiltonian may mutually compensate their diverging contri-
butions in the scattering amplitude on energy-shell. In the current example,
we see the interplay between the second-order seagull term and the dou-
ble action of the first order emission and absorption of photons. The first
order Hamiltonian matrix elements diverge when the photon longitudinal
momentum approaches zero. The second order seagull term compensates
this divergence in the on-energy-shell T-matrix elements.

The remaining point to make here is that the result of Eq. (3.106) with
the counterterm equal 0 leads to the effective light-front Hamiltonian version
of the Coulomb force in the limit of small λ2+2m2 ≪ αm2. The key elements
in deriving this conclusion are the outer similarity factors and the smallness
of α. The outline of the derivation is following (cf. Refs. [11] and [26]).

If only the small energy transfers are allowed by the outer similarity
factor, i.e. transfers much smaller than the electron mass, then the wave
functions of the lowest mass eigenstates of the effective Hamiltonian are
strongly peaked at small relative electron momenta and they fall off very
rapidly as functions of the relative momentum. This is not true without the
outer similarity factor because the function g11̄1̄1λ alone is too large at the
large energy transfers and it would produce singular contributions in the
large relative momentum region making the eigenvalue problem sensitive to
the ultraviolet regularization cutoffs.

Below the width scale the wave functions fall off as dictated by the
eigenvalue equation with small α. Above the width scale the fall off is
very fast due to the similarity factor which justifies restriction to momenta
much smaller than m and the nonrelativistic approximation for all factors
in Eq. (3.106) becomes accurate.

In the nonrelativistic approximation, q212 = q234 = q2 and Eq. (3.107)
applies. Further, the θ-functions in Eq. (3.108) become effectively equal 1
and 0, respectively. The last term is not leading to important contribution
despite its divergent longitudinal structure because it is canceled by the
effective massless photon exchange as described earlier in this Section.

The dominant contributions are provided by the second and the third
terms from Eq. (3.108) which are well known to have the right nonrelativistic
structure for predicting positronium properties in the Schrödinger equation.
Now, the outer similarity factor becomes irrelevant to the spectrum in the
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leading approximation because the coupling constant is very small (cf. [11]
and [26]). In the dominant region the electron velocity is order α, the non-
relativistic approximation to the full dynamics produces wave functions with
relative momenta order αm and the outer similarity factor in the effective
interaction can be replaced by 1.

We can use the infinitesimal u0 in Eq. (2.20) and replace λ2 + 2m2 by

λ̃2 (see the discussion below Eq. (2.20)). When λ̃ is order αm and x− y is
order α the momentum transfer ~q 2 is typically order α2m2 which is much
larger than 2(x − y)λ̃2 in Eq. (3.108). Thus, the θ-function is equal 1 and
the second term in Eq. (3.108) becomes equal to the standard Coulomb
interaction with the well known Breit-Fermi structure of the spin factors.
This step completes the derivation of the Coulomb potential. The derivation
explains the effective nature of the Schrödinger equation with the Coulomb
potential in the light-front Hamiltonian formulation of QED.

3.4. QCD

The main conceptual complication in Hamiltonian calculations in QCD is
confinement which is not yet fully understood. To order g2 the manifestation
of the confinement problem is the lack of a well defined initial condition for
the renormalization group flow of the effective Hamiltonians. It will require
an extended research effort to find the class of acceptable initial conditions.
For example, the on-mass-shell renormalization conditions for the quark and
gluon mass terms are questionable.

We stress the urgent need for the higher order calculations by describing
some details of the second order calculation of the qq̄ effective interaction.
The calculation is similar to the one in QED above, except for the option for
a different treatment of the last term in Eq. (3.108). Perry [12] suggested
that the long distance part of this term may remain uncanceled in the ef-
fective QCD dynamics because of the gluon non-abelian gauge interactions.
If the last term in Eq. (3.108) remained uncanceled it could be claimed to
generate confinement in the light-front Hamiltonian approach to QCD [12].
We describe the structure of this term in the present approach since it is
different than in Ref. [12]. The differences result from the different defi-
nitions of the similarity transformation, boost invariance and not invoking
coupling coherence. The coupling coherence arguments are replaced by a
plain perturbative renormalization condition for quark mass terms.

3.4.1. Quark and gluon mass terms

Results one obtains from Eq. (2.38) in QCD in second order in G2λ can
be illustrated by two equations for the effective masses of quarks and gluons.
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The range of widths and coupling constants for which these equations can
pertain to physics are not known yet.

We do not write regularization factors in detail. One can write them
easily using results of Section 2 and previous examples in Section 3. In the
case of effective masses a number of simplifications occur as explained in
the previous Sections. Let us consider an infinitesimal u0 in Eq. (2.20) and

simplify notation by replacing λ̃ by λ itself. Then, we can write

d

dλ
G1λ =

[

G12λ
df2(zλ/λ

2)/dλ

G1λ − E1λ
G21λ

]

11

. (3.109)

E1λ is the eigenvalue of G1λ corresponding to the subscript 11. A set of
arguments zλ is needed. Namely,

z1 =
κ2 + µ2

λ

x(1 − x)
− µ2

λ , (3.110)

z2 =
κ2 +m2

λ

x(1 − x)
− µ2

λ , (3.111)

z3 =
κ2 +m2

λ

x
+
κ2 + µ2

λ

1 − x
−m2

λ . (3.112)

mλ and µλ are the effective quark and gluon masses, respectively. Then,

dm2
λ

dλ
=

∫

[xκ]g2
qλz

−1
3

df2(z3/λ
2)

dλ

[

κ2[2/x+4/(1−x)2]+2m2
λ(1−x)2/x

]

rqgε(x, κ)

(3.113)
and

dµ2
λ

dλ
= 3

∫

[xκ]g2
gλz

−1
1

df2(z1/λ
2)

dλ
κ2[4/x2 + 2]rggε(x, κ)

+

∫

[xκ]g2
qλz

−1
2

df2(z2/λ
2)

dλ

[

κ2+m2
λ

x(1 − x)
−2κ2

]

rqqε(x, κ).(3.114)

The gluon couples to the quark-anti-quark pairs and pairs of gluons while
the quark couples only to the quark-gluon pairs. The number of colors above
is equal to 3 and the number of flavors to 1.

These equations are not further studied here for two major reasons. The
first one is that we do not know the initial conditions to use for such study.
The second is that the equations involve two running couplings which are
not known yet. The third and fourth order calculations are required to find
them.

The importance of effective mass issue for quarks and gluons is illustrated
below by the calculation of the small energy transfer effective forces between
quarks and anti-quarks.
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3.4.2. Quark-anti-quark effective interaction

The second order results are similar to QED. For heavy quarkonia one
can directly look at Eq. (3.108). The only change required is the color
SU(3) matrices sandwiched between color vectors of quarks and summed
over colors of the exchanged gluons. The counterterm is 0. The second term
gives the annihilation channel potential but the color matrix is traceless and
this excludes the single gluon annihilation channel from the dynamics of color
singlet QQ̄ states. The third term leads to the color Coulomb potential with
the well known Breit–Fermi spin factors.

About the last term in Eq. (3.108) it was suggested by Perry [12] that
a term of this kind may become a seed for confining interactions if it is not
canceled. A cancelation occurs in perturbation theory when one evaluates
the model interaction in the QQ̄ sector in the explicit expansion in powers of
g to second order using the operation R and Eq. (1.3) in the nonrelativistic
approximation for the quark relative momentum, exactly the same way as
for electrons in QED with massless photons.

However, there are reasons for effective gluons to become separated by
an energy gap through the non-abelian terms which are absent in effective
QED. One can assume that the gluon energies in the QQ̄g sector may be
lifted up so that the gluons cannot contribute to the model QQ̄ interaction
in the way the abelian massless photons can in the model electron-positron
interaction in QED. As a result of this assumption one obtains the last term
in Eq. (3.108) acting in the effective QQ̄ sector.

In the nonrelativistic approximation, the Coulomb term and the term in
question are (see Eq. (3.108))

−θ
[

~q 2 − |x− y| 2λ̃2
] g24m2

~q 2
− θ

[

|x− y| 2λ̃2 − ~q 2
] g2

(x− y)2
. (3.115)

The regularization factors are the same in both terms and they are not dis-
played. The only effect of their presence which matters here is that |x−y| is
limited from below by about δ/2. The initial infrared regularization param-
eter δ comes in through the initial condition in the renormalization group
flow of the seagull term. The flow is limited in the second order calcula-
tion to the dependence of the outer similarity factor on λ̃. The factor 1/2
results from |x − y|/xquark being limited from below by δ and the quarks
having xquark ∼ 1/2. In fact, the lower bound on |x − y| is given by
δmax(x, 1 − x, y, 1 − y). This is different from Ref. [12] where instead of
the ratios of the +-momentum fractions a separate frame dependent scale
for +-momentum is introduced.

The third component of the exchanged gluon momentum is q3 =(x−y)2m.
Thus, we see that the uncanceled singular term is represented by the poten-
tial which is analogous to the Coulomb potential except for that the factor
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−1/~q 2 is replaced by −1/q23 and both terms have mutually excluding and
complementary supports in the momentum transfer space.

The seagull θ-function can be rewritten as θ[ω2 − (|q3| − ω)2 − q⊥ 2],

where ω = λ̃2/2m. The support of this function is two spheres of radius ω
centered at q⊥ = 0 and q3 = ±ω. The spheres touch each other at the point
q⊥ = q3 = 0. In this point, q23 in the denominator produces a singularity.

Let us initially consider both terms in Eq. (3.115) as the actual interac-
tion in the model QQ̄ sector, i.e. as if they were not affected by the operation
R in Eq. (1.3). The Coulomb term works outside the two spheres in the ~q-
space and the singular seagull term works inside.

In the region of the singularity, both q⊥ and q3 are small in comparison
to ω. In this rough analysis one can neglect the outer similarity factor

θ(λ̃2 − |k2 − k′2|) since it is equal 1 when ~q = ~k − ~k′ approaches 0. ~k is the

relative momentum of the created QQ̄ pair and ~k′ is the relative momentum
of the annihilated QQ̄ pair. ω = (λ̃/m)λ̃/2 ≪ λ̃/2 and the spheres have the

radius about λ̃/m times smaller than the outer similarity factor width in the
quark relative momenta, i.e. the relative size of the spheres in comparison
to the outer similarity factor support approaches 0 when λ̃/m → 0.

Since q⊥ 2 is order q3 in the singular region the divergence when q3 → 0
is logarithmic. The lower limit of integration over |q3| for a given x is given
by 2mδmax(x, 1−x). However, we assume x = 1/2 + o(g2) and we neglect
terms of higher order than g2 in the model QQ̄ Hamiltonian.

The potential resulting from the uncanceled seagull term is given by the
following expression (cf. [12]),

V (~r) ∼ −
∫

d3q

(2π)3
exp (i ~q ~r)

θ(2ω|q3| − ~q 2) θ(|q3| − 2mδ)

q23
. (3.116)

The sign ∼ means that the diverging dependence on δ is subtracted and the
same coefficient stands in front of the integral as in the Coulomb potential
term. The argument for the infrared subtraction goes as follows.

If the gluons cannot cancel the last term in Eq. (3.108) they presumably
cannot contribute to the model quark self-energies either for the same reason.
Because the size of the quark mass in the effective Hamiltonian is unknown
one may propose that its value is chosen in the second order calculation
in the same way as for nucleons in the Yukawa theory in Eq. (3.37) or
electrons in QED in Eq. (3.99). A would-be quark eigenstate has a finite
constituent quark mass when the gluons are allowed to contribute in the
whole range of momenta from zero up in the eigenvalue equation. This
setting is equivalent to the solution Perry proposed for his coupling coherence
condition for the quark self-energies [12]. The argument also illustrates
the urgency of questions concerning the initial conditions and higher order
analysis in the similarity renormalization group flow.
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There is nothing wrong with the mass adjustment despite the infrared
divergence. We have noticed in the previous Section that the arbitrary finite
parts of the ultraviolet counterterms can be infrared divergent. This time,
however, the positive and infrared logarithmically divergent part of the effec-
tive quark mass term in the model eigenvalue equation for heavy quarkonia
remains uncanceled when the transverse gluons with 2ω|q3| − ~q 2>0 are de-
clared to be absent from the model dynamics. The uncanceled part of the
effective quark mass term stands in the eigenvalue problem. The point is it
can now cancel the diverging δ dependence in the seagull term which is not
canceled because the gluon exchange below λ̃ is missing. The new cancela-
tion between the incomplete masses and the seagull occurs in the colorless
states. It is analysed here in the nonrelativistic limit.

We describe the cancelation mechanism in the case of equal masses of
quarks. The mechanism is similar but not identical to that in Ref. [12]. The
infrared divergent mass squared term comes into the quarkonium eigenvalue
equation divided by x(1 − x). But in the second order analysis the mass
divergence appears only as a logarithmically divergent constant and the
x-dependence is of higher order. The same diverging constant with the
opposite sign is generated by the seagull term.

The infrared divergent terms and their cancelation are not directly re-
lated to the ultraviolet renormalization procedure. They appear in the
ultraviolet-finite effective small width Hamiltonian dynamics. Note also that
the introduction of the gluon mass µδ in the regularization could matter for
the lower bound on |x−y| and it could even eliminate the whole contribution
when the upper bound of ω meets the lower bound of µδ. We assume here
µδ = 0.

The divergent part in Eq. (3.116) is independent of ~r and it is easily
removed by subtracting 1 from exp i~q~r. Evaluation of the integral leads to
the answer that for large r the seagull term produces a logarithmic potential
of the form

V (~r) ∼ 2ω a(êr)

π
log r , (3.117)

where a is equal 1 for the radial versor êr along the z-axis and it equals 2
when ~r is purely transverse. This potential is confining. It is also boost
invariant. But the rotational asymmetry of the potential raises doubts. It
suggests that an important piece of physics is missing in the reasoning used
to derive it. The obvious sources of questions are the mechanism of blocking
the effective gluon emissions and absorptions, role of the operation R, the
role of the nonrelativistic approximation, the size of the quark and gluon
masses and the strong dependence of the term on the width λ̃. The most
urgent question is what happens in higher order calculations.



Similarity Renormalization Group Approach to Boost. . . 2061

4. Conclusion

We have defined and illustrated on a few perturbative examples a gen-
eral method of calculating light-front Hamiltonians which can be used for
the relativistic description of interacting particles. The starting point in
the calculation is a field theoretic expression for the bare Hamiltonian den-
sity. This expression is multiply divergent in the physically interesting cases.
Therefore, the Hamiltonian theory requires renormalization.

In the renormalization process, one calculates a whole family of effective
Hamiltonians as functions of the width parameter λ which determines the
range of the effective interactions on the energy scale.

An effective Hamiltonian of a small width λ is much different from the
initial bare Hamiltonian. It couples only those states whose masses differ
by less than a prescribed amount. Thus, the effective theory contains only
near-neighbor interactions on the energy scale. No scale is removed in the
calculation but the correlations between dynamics at significantly different
energy scales are integrated out. Therefore, in principle, the effective eigen-
value problem can be solved scale by scale using standard techniques for
finite matrices which describe dynamics at a single scale.

Our formalism is based on the earlier work on renormalization of Hamil-
tonians from Refs. [1] and [2] where the Hamiltonians are defined by their
matrix elements in a given set of basis states. Wegner has developed similar
equations for Hamiltonian matrix elements in solid state physics [6]. The
present approach to renormalization of Hamiltonians introduces the follow-
ing features.

Our similarity transformation is defined in terms of creation and annihi-
lation operators. Consequently, calculations of counterterms in perturbation
theory can be performed without knowing details of the specific Fock states
which are needed to evaluate the matrix elements. This is useful because
a large number of Fock states needs to be considered. The renormalization
scheme is free from practical restrictions on the Fock space sectors.

Expressing the effective Hamiltonians in terms of the creation and anni-
hilation operators of effective particles and showing that the effective inter-
actions are connected is a prerequisite to obtain the cluster decomposition
property [20]. The effective interactions in our approach do not contain dis-
connected terms. The number of creation and annihilation operators in a
single term is limited in perturbation theory by 2 + n(V − 2) where n is
the order of a perturbation theory and V is the number of operators in the
perturbing term.

The physically motivated assumptions about the model space of effec-
tive states included in solving a particular problem are introduced after the
effective Hamiltonian is calculated. The interaction terms in the effective
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Hamiltonian contain the similarity factors which diminish the dynamical sig-
nificance of the Fock sectors with numbers of effective particles considerably
different from the number of effective particles in the dominant sectors.

The present operator formulation does not introduce spectator depen-
dent interactions, even in the case where we include the sums of the invariant
masses for incoming and outgoing particles in the similarity factors. The
sums are useful for estimates of cutoff dependence in perturbation theory.

The formalism explicitly preserves kinematical symmetries of the light-
front frame. The structure of counterterms is constrained by these sym-
metries, including boost invariance. Hence, the number of possible terms
is greatly limited. Preserving boost invariance is particularly important
because it is expected to help in understanding the parton model and con-
stituent quark model in QCD, simultaneously.

It is essential to include the running of the coupling constants in the
calculation of the small width dynamics. The examples of second order
calculations we described in this article do not include the running coupling
constant effects. Inclusion of these effects requires higher order calculations.

Wegner’s equation can be adapted to building an operator approach
similar to what we described in the present article. The initial equation
which replaces our Eq. (2.29) when one uses the Wegner generator of the
similarity transformation is

dHλ

dλ2
=

−1

λ4
[ [H1λ,H2λ], Hλ] . (4.1)

However, there is little flexibility left in the equation so that the widening
of the Hamiltonian band is not readily available.

There exists a class of generalized equations for the flow of Hamiltonian
matrix elements described in Ref. [7] and already studied in a simple nu-
merical model. These equations allow widening of the effective Hamiltonian
matrix at large energies. The generalized equations can also be adapted for
the construction of the creation and annihilation operator calculus. Namely,

dHλ

dλ
= [F{H2λ}, Hλ] . (4.2)

These equations require detailed definitions of the similarity factors gener-
ated by the operation F [7].

In summary, the present formalism for renormalization of Hamiltoni-
ans in the light-front Fock space provides a tool for working on a host of
theoretical issues in particle dynamics. Second order applications produce
boost invariant Yukawa potential, Schrödinger equation for internal bound
state dynamics and logarithmically confining quark-anti-quark interaction.
However, it remains to be verified if the formalism can lead to quantitative
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improvements in our description of particles. Rotational symmetry and in-
frared singularities in gauge theories require further studies. Most urgent
are the calculations of effective Hamiltonians in the third and fourth order
perturbation theory.

The author thanks Ken Wilson, Bob Perry, Billy Jones, Tomek Masłowski,
Marek Więckowski, Martina Brisudová and Brent Allen for numerous dis-
cussions.
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