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NOISE ENHANCED SIGNAL CORRELATIONAND WAVE PROPAGATION IN NETWORKS OFOSCILLATORY AND EXCITABLE SYSTEMS�Hauke Bus
h and Friedemann KaiserInstitute of Applied Physi
s, Darmstadt University of Te
hnologyHo
hs
hulstr. 4A, 64289 Darmstadt, Germany(Re
eived February 8, 2000)Pro
esses in 
oupled nonlinear systems are dis
ussed under the in�u-en
e of external signals and noise to improve the understanding of dynam-i
al order and fun
tion in biologi
al systems. A network of relaxation-typeos
illators with nearest-neighbour 
oupling is numeri
ally investigated un-der the in�uen
e of exponentially 
orrelated noise. When all os
illatorsare exposed to an aperiodi
 subthreshold signal and to spatially in
oherentnoise, two regimes of behaviour are observed depending on the network's
oupling strength. In the 
ase of weak 
oupling, noise at an intermediatelevel optimizes the 
orrelation of the network os
illators with the aperiodi
signal. In the 
ase of stronger 
oupling the 
orrelation with the externalsignal be
omes lost, as intrinsi
 network dynami
s take over. When thenetwork is lo
ally ex
ited, noise-indu
ed plane waves are built up, whi
hmove through the entire system. It is shown that the spatio-temporal pat-tern emerges independently of the way of the deterministi
 for
ing. Thise�e
t may be understood as spatio-temporal sto
hasti
 resonan
e, sin
enoise of an intermediate level optimizes the 
oheren
e of the wave-fronts.PACS numbers: 87.10.+e, 5.40.Ca, 5.45.Xt1. Introdu
tionThe in�uen
e of noise is usually viewed as being detrimental to the o

ur-ren
e and maintenan
e of regular stru
tures, dynami
al states and fun
tionalorder. This widely a

epted destru
tive role of noise has to be questioned for20 years now, when nonlinear pro
esses are to be taken into a

ount. Under
ertain 
onditions, a strong 
onstru
tive role of noise 
an be established.Noise-enhan
ed and noise-indu
ed order�order and 
haos-order transitions� Presented at the XII Marian Smolu
howski Symposium on Statisti
al Physi
sZakopane, Poland, September 6�12, 1999.(1143)



1144 H. Bus
h, F. Kaiserhave been investigated. In [1℄ the ne
essary existen
e of a �nite dissipationin Josephson-jun
tion elements for the o

urren
e of deterministi
 
haos isshown. Noise may have a 
onstru
tive in�uen
e on the behaviour of thelogisti
 map [2℄, multipli
ative noise 
an stabilize a system by shifting thethreshold of instability [3,4℄. Noise has been shown to 
ause a slower de
ayof 
orrelations [5℄ and to improve predi
tability in a 
ertain range of noisestrength [6℄, when a Belousov�Zhabotinsky map is exposed to noise. Withthis rather arbitrary sele
tion of some of the early investigations on the in�u-en
e of noise in simple nonlinear systems we pro
eed to re
ent developmentswith respe
t to the possible 
onstru
tive role of noise, mainly noise-indu
edor noise-enhan
ed pro
esses like syn
hronization, 
oheren
e, ampli�
ation,information transfer and wave propagation in nonlinear systems. In gen-eral the emergen
e of new properties originating from the synergy of the
ombined a
tion of stimuli and noise will brie�y be sket
hed with a mainemphasis on biologi
al systems.Flu
tuations and noise are inevitable in biologi
al systems. Whetherthese �u
tuations 
an play an a
tive role in signal dete
tion, transfer andordering is a question of ongoing resear
h. Meanwhile, the 
onstru
tive roleof noise in signal dete
tion and transdu
tion is a well established fa
t, boththeoreti
ally and experimentally, in many 
ases being denoted as sto
hasti
resonan
e (SR) (for reviews see [7℄). This is an e�e
t, wherein the responseof a nonlinear devi
e to a weak input signal is optimized by an intermediatelevel of noise. The input signal 
an be periodi
, aperiodi
, deterministi
ally
haoti
 or sto
hasti
 [8℄. The noise sour
e may be white or 
oloured, it maybe applied in an additive or multipli
ative way. In the 
ase of di
hotomi
,non-Markovian multipli
ative noise a linear pro
ess 
an be su�
ient [9℄. SRhas been observed in a variety of physi
al and 
hemi
al systems, in
ludingan in
reasing number of biologi
al ones [10℄.The 
onstru
tive role of noise in elementary threshold and os
illatorydevi
es, in ex
itable systems and in �u
tuation driven transport is dis
ussedin a series of papers [11℄. Array-enhan
ed sto
hasti
 resonan
e and spatio-temporal syn
hronization has been proven to o

ur in arrays of bistable el-ements [12,13℄. In [14℄ it is shown that a SR kind of behaviour ampli�es anexternal, periodi
 signal and enhan
es its transfer through a system of 
ou-pled os
illators. Noise-indu
ed syn
hronization of 
oupled ex
itable systemshas been reported in [15℄. Noise-sustained pulsating patterns and globalos
illations have been observed in an array of a
tivator�inhibitor elements,where spatially un
orrelated noise a
ts parametri
ally on the threshold ofthe ex
itable system [16℄.The ability of noise to enhan
e spatio-temporal patterns and to in
reasesome 
oherent or 
olle
tive dynami
al properties may be viewed as a gen-eralization of the notion of sto
hasti
 resonan
e to spatially extendend sys-



Noise Enhan
ed Signal Correlation: : : 1145tems. The phenomenon of spatio-temporal sto
hasti
 resonan
e (STSR) was�rst observed by Jung and Mayer�Kress in a noisy 
ellular automata sys-tem [17℄. STSR has been further observed experimentally in noise-indu
edCa2+-waves [18℄ and in noise-supported travelling waves in a 
hemi
al rea
-tion [19℄.So far most studies were 
on
erned with either noise-indu
ed signal am-pli�
ation and syn
hronization or noise-indu
ed pattern formation. Thequestion we study in this paper is how noise 
an enhan
e both signal-dete
tion and the formation of a spatio-temporal pattern within one system.As a working model we investigate the response of a re
tangular latti
e ofrelaxation-type os
illators with nearest-neighbour 
oupling to a subthresholdaperiodi
 input signal under the in�uen
e of spatially 
oherent and in
oher-ent noise. We show that the system's behaviour 
an 
hange from 
oupling-enhan
ed aperiodi
 sto
hasti
 resonan
e (ASR) to noise-assisted syn
hro-nization of the network by raising the global network 
oupling strength,thus 
ombining noise-assisted signal dete
tion, syn
hronization and wavepropagation. It is shown that the latter 
an be 
hara
terized as some typeof spatio-temporal sto
hasti
 resonan
e.The paper is organized as follows. The working model is introdu
ed inSe
tion 2. In Se
tion 3, we dis
uss the numeri
al results for two di�erentrealizations of the network models and show that they 
an exhibit bothaperiodi
 and spatio-temporal sto
hasti
 resonan
e. The paper is 
on
ludedin Se
tion 4. 2. ModelA two-dimensional m � n array, whose elements 
onsist of noisy rela-xation-type nonlinear os
illators, is investigated. The only requirement forthe os
illators used is their ability to perform transitions from a �xed pointto a limit 
y
le, when driven by both a deterministi
 and a noisy signal.The os
illators' dynami
s have to be determined by a slow re
overy pro
essand a large amplitude of the fast variable. Many other os
illator modelsexhibit this behaviour, e.g. the well-known FitzHugh�Nagumo model andsome others [20℄.The network is des
ribed by the following set of 
oupled di�erential equa-tions: "dxijdt = yij � x2ij2 � x3ij3 ; (1)dyijdt = �� xij � q(xi�1;j + xi+1;j + xi;j�1)��ijxext + �
oh(t) + �ij(t); (2)
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h, F. Kaiserwith i � n being the row and j � m being the 
olumn index. xij and yijare the fast and the slow re
overy variables, respe
tively. Nearest-neighbour
oupling to only three neighbours is introdu
ed via the 
oupling 
onstant q.Eq.(2) has no ba
k 
oupling qxi;j+1. Hen
e, ex
itation 
an propagate onlyin one dire
tion, that is towards higher 
olumn indi
es (from j � 1 to j).With this assumption we want to realize the fa
t that many pro
esses inbiologi
al systems exhibit a sense of dire
tion, e.g. in a�erent and e�erentnervous signalling [21℄.Ea
h un
oupled os
illator exhibits stable fo
i for j�+0:5j > 0:5; �(1+�)< 2p" and a Hopf-bifur
ation at � = 0 [22℄. An external, periodi
allydriven os
illator of the same kind is 
oupled to the network to generate anaperiodi
 signal [23℄, whi
h is globally fed into the network via the 
oupling
onstant �ij "dxextdt = yext � x2ext2 � x3ext3 ; (3)dyextdt = �xext + �+A 
os(!t) : (4)The noise terms appearing in the model equation (2) in
lude spatially in
o-herent noise sour
es (�ij(t)), i.e. the noise is un
orrelated from site to site,and spatially 
oherent noise (�
oh(t)). These two noise sour
es 
an a
t onea
h system os
illator. The numeri
al simulations use exponentially 
orre-lated, 
oloured noise for both �ij and �
ohh�(t)i = 0 ; (5)
�(t)�(t0)� = �2�
 exp��jt� t0j�
 � ; (6)where �
 is the noise 
orrelation time and �2 the varian
e of the Gaussian-distributed noise amplitudes. Here, � refers to the intensities of both thespatially in
oherent (�in
) as well as the spatially 
oherent (�
oh) noise terms.�ij(t) and �
oh(t) are generated through a higher-dimensional Ornstein--Uhlenbe
k pro
ess using an integral algorithm as des
ribed in [24℄. Thegenerating equation reads _�(t) = 1�
 (��(t) + �(t)) ; (7)with �(t) being some Gaussian, white noise. Appli
ation of 
oloured noise ispreferred, be
ause it provides a more realisti
 des
ription of real �u
tuationsin biologi
al systems, as 
ompared to spe
trally �at noise. Although thefun
tional signi�
an
e of the 
olour of the noise still remains elusive [25℄, it



Noise Enhan
ed Signal Correlation: : : 1147has nevertheless been observed in biologi
al systems [26℄. The question asto whether 
oloured noise 
an redu
e or improve SR is a matter of ongoingresear
h sin
e the appearan
e of an ex
ellent paper on this topi
 [27℄.Throughout this paper we use the following set of 
ommon parameters:" = 0:01, � = 0:1, A = 1:0, ! = 18s�1, �
 = 0:01. The 
osine signal drivesthe input os
illator into a 
haoti
 state and the 
oupling 
onstants �ij and qare adjusted in su
h a way that the array os
illators yield stable fo
i in theabsen
e of noise. The di�erential equations are integrated numeri
ally usinga 5th-order Runge�Kutta algorithm [28℄. Network simulations are run withan integration stepsize of �t = 3:49�10�3s. Control runs with smaller timesteps and larger networks led to the same results.3. ResultsFor su�
iently large 
oupling strength q, an ex
ited array element will bethe nu
leus of ex
itatory waves spreading through the entire network. Here,by means of the broken symmetry within the nearest-neighbour 
oupling,the 
reation of plane-waves is observed, only. In the following, we refrainourselves to values of q, below whi
h ex
itation of the array elements 
annotbe sustained through lo
al ex
itation. We investigate the e�e
t of the noiseintensity � and the 
oupling strength q on the response of the network tothe aperiodi
 input signal. The 
orrelation between the response and theinput signal is 
al
ulated using the powernorm C0 [29℄. Here, C0 is de�nedin the following way:Cext = 1N m;nXi;j 
(xij � hxijit)(xext � hxextit)�t ; (8)where hit denotes time averaging and the sum extends over all N = m� nnetwork elements. For 
al
ulating the 
orrelation between network elements,C0 
an be written as:Cint = �N2��1 Xfij;i0j0g 
(xij � hxijit)(xi0j0 � 
xi0j0�t)�t ; (9)where hit denotes time averaging. The sum extends over all �N2 � di�erent
ombinations of ij with i0j0, where �N2 � is the binomial 
oe�
ient and N thenumber of array elements.Note that sto
hasti
 resonan
e is asso
iated with optimal input�outputsignal 
oheren
e as well as signal ampli�
ation. In order to a

ount for thelatter e�e
t we use non-normalized 
orrelation measures.



1148 H. Bus
h, F. Kaiser3.1. Noise-enhan
ed input�output 
orrelationFor our investigation we take m = n = 8 and apply periodi
 boundary
onditions. The 
oherent noise term is zero (�
oh = 0). We 
hoose �ij =0:20 8i; j, thus all 64 os
illators are driven by the same external signal xext.Figs. 1(a) and (b) show the absolute value of Cext and Cint as a fun
tionof q and �in
. Dark 
olours 
orrespond to high values of the powernorm.Figs. 1(
) and (d) depi
t a 
ross-se
tion of the 
ontour plots at �in
 = 0:008.
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Fig. 1. Contour plots of the absolute values of (a) jCextj and (b) jCintj as a fun
tionof the 
oupling strength q and noise intensity �in
. The array size is m = n = 8. Allos
illators are externally driven. The 
orrelation values are linearly greys
ale-
odedin 60 steps from 0 up to 0.017 in (a) and up to 0.50 in (b). Data points were obtainedin tripli
ate by averaging over 15000 periods of the periodi
 driver. Figures (
) and(d) show a 
ross-se
tion of jCextj and jCintj at �in
 = 0:008, respe
tively. Otherparameters: �
oh = 0 and �ij = 0:20.Figs. 1(a) and (
) reveal that there is an intermediate range of the noiseintensity and 
oupling strength around �in
=0:008 and q=0:10, for whi
hthe 
orrelation Cext is maximal. Here, the response of the network most
losely resembles the input signal. Note that the embedding of the os
il-



Noise Enhan
ed Signal Correlation: : : 1149lators in a network raises the ASR-indu
ed 
orrelation almost by a fa
torof two. The absolute maximum at q = 0:10 is Cext = 0:017, whereas thelo
al maximum for q = 0, when all network os
illators a
t as independentex
itable systems, is Cext = 0:009.This behaviour is re�e
ted by the time series of one sample os
illatorof the network [Figs. 2(b) and (
)℄. The input signal remains the same[Fig. 2(a)℄, but the 
oupling strength q in
reases from (b)�(d). The noiseintensities are 
hosen to optimize the network's 
apability as a dete
tor forthe aperiodi
 spike sequen
es of the input os
illator. If q is small [Fig. 2(b)℄,there are few response relaxation os
illations (spiking events) to the inputsignal from (a). Raising the 
oupling strength leads into a parameter region,wherein the aperiodi
ity of the input as well as the variation of the os
illa-tion amplitudes is rendered the most 
learly [Fig. 2(
)℄. A further in
rease ofthe 
oupling strength exhibits a regime of noise-indu
ed os
illations, whose
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Fig. 2. Time series of the os
illators. (a) Time series of the external os
illator (xext),whi
h is driven into a 
haoti
 regime by appropriate for
ing. This aperiodi
 signalis globally 
oupled into the network. (b)�(d) Response of one sample networkos
illator (x44) at three di�erent 
oupling strengths in the regime of optimized,noise-indu
ed response. All time series show the reponse to the same aperiodi
input signal from (a). Parameter values: (b) q = 0:01, �in
 = 0:01, (
) q = 0:1,�in
 = 0:008, (d) q = 0:20, �in
 = 0:01. Other parameters are the same as in Fig. 1.



1150 H. Bus
h, F. Kaiseramplitude and frequen
y are determined by the intrinsi
 dynami
al prop-erties of the 
oupled os
illators, nearly independent of the aperiodi
 inputsignal [Fig. 2(d)℄.As a 
onsequen
e of the reqular network os
illations the 
orrelation Cextstarts to de
line for q > 0:10 for all values of �in
, when a transition from anoise-enhan
ed input�output 
orrelation to a noise-indu
ed array syn
hro-nization takes pla
e, whi
h 
an be seen from Cint [Figs. 1(b) and (d)℄. Thelo
al maximum of Cint around q = 0:10 
orresponds to the absolute maxi-mum of Cext in Figs. 1(b) and (
), thus revealing the ASR-indu
ed 
orrela-tion between the network os
illators. Raising the 
oupling strength furtherleads to a small parameter region, in whi
h Cint tends to zero. Here, thenetwork's ability to dete
t temporal patterns is redu
ed, whereas a globalphase syn
hronization of the network os
illators has not yet been estab-lished. The network shows pat
hy pulsating patterns, i.e. temporally andspatially 
hanging areas of a
tivity, whi
h result in a loss of the network-internal 
orrelation Cint. For stronger 
oupling q, the intrinsi
 noise startsto dominate over the in�uen
e of the aperiodi
 input signal and the resultingphase syn
hronization between network os
illators 
auses the buildup of aspatio-temporal pattern, thus strongly in
reasing the inner network 
orrela-tion Cint.The dependen
y on q 
an be explained by the fa
t, that the network 
ou-pling lowers the e�e
tive threshold of ea
h os
illator. The regular os
illationsare hen
e a noisy pre
ursor of the 
ompletely syn
hronized os
illations thato

ur for q > 0:25 in the deterministi
 
ase.3.2. Combined in�uen
e of spatially 
oherent and in
oherent noise sour
esThe 
ombined in�uen
e of di�erent noise sour
es reveals the fa
t thatea
h subsystem (ex
itatory/os
illatory unit) may be in�uen
ed by both spa-tially 
oherent noise (e.g. an external noisy signal a
ting on the whole sys-tem) and spatially in
oherent noise (e.g. thermal ba
kground or environ-ment). In [30℄ it has been shown that internal (spatially un
orrelated) noiseplays a 
onstru
tive role in information transfer through ion 
hannels viaan in
rease in external (i.e. spatially 
orrelated) noise. In [14℄ both a 
on-stru
tive and destru
tive in�uen
e of the 
ombined noise sour
es has beendemonstrated.In our investigation we expose all array os
illators to spatially in
oher-ent and 
oherent noise sour
es, whose intensities are denoted as �in
 and�
oh, respe
tively. The inner network 
oupling strength is set to q = 0:10.Fig. 3 depi
ts a 
ontour plot of the resulting 
orrelation values of Cext. The
orrelation 
an be maximized by both �
oh or �ij , individually. The maxi-mal 
orrelation indu
ed by the 
oherent noise (Cext = 0:007) is about two
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Fig. 3. Contour plot of jCextj in 
ase of the network being exposed to both spatially
oherent (�
oh) and in
oherent (�in
) noise of varying intensity. The 
orrelationvalues are linearly greys
ale-
oded in 20 steps from 0 up to 0.017. Data pointswere obtained in tripli
ate by averaging over 15000 periods of the periodi
 driver.Other parameters: q = 0:10, �in
 = �
oh = 0:01.times smaller than the maximum 
aused by �ij (Cext = 0:017). Raising �in
results in an in
rease of Cext, as 
an be seen for �
oh � 0:15. The systemthus bene�ts from the addition of in
oherent noise, but not vi
e versa, be-
ause Cext is maximized in the absense of the 
oherent noise term. Theaddition of spatially 
oherent noise lowers the 
orrelation. These �ndingssuggest, that there is no 
ooperative e�e
t between spatially in
oherent and
oherent noise in this system 
onsidered. The in�uen
e of the di�erent noisesour
es on Cext is simply additive. The reason for this lies in the fa
t that�
oh and the 
oupling via q for
e nearest neighbours in the network into dif-ferent dire
tions. The 
oherent noise sour
e drives all os
illators in the samedire
tion (i.e. either further into the stable regime or towards the threshold),whereas the 
oupling drives neighbouring os
illators in opposite dire
tions,due to the negative sign of the 
oupling 
onstant q (Eq. 2). Thus, these twofor
es are 
ountera
ting.It should be remarked that all the results presented are also valid for freeboundary 
onditions.



1152 H. Bus
h, F. Kaiser3.3. Noise enhan
ed wave propagationIn the last part of this 
hapter it is shown that the system exhibitsa spatio-temporal sto
hasti
 resonan
e-type of behaviour in the region ofsyn
hronized network os
illations. As an example we present results for are
tangular latti
e (m = 132; n = 32), apply free boundary 
onditions andset q = 0:15. The 
oherent noise term is swit
hed o� (�
oh = 0). We 
hoose�ij = 0 ex
ept for j = 1 and i = 15; 17. By only ex
iting two os
illators one
an simulate a rather general triggering of the network.The e�e
t of varying the noise intensity �ij 
an be seen from Fig. 4(a)�(d). In the 
ase of low noise intensity, the system remains quies
ent[Fig. 4(a)℄ ex
ept for the two elements on the far left that are determinis-

j

i

(a)

(b)

(c)

(d)

Fig. 4. Snapshots of an 32�128 array of os
illators under the in�uen
e of spatiallyin
oherent noise. Noise intensity in
reases from (a)�(d). Two elements in the �rst
olumn are deterministi
ally driven by an external os
illator. This generates anaperiodi
 triggering of the network. The system is initially at rest. The snapshotsare taken after a transient of 2000 driving periods. The amplitude values in
reasein 60 steps from �1:5 to +1.0, whereas dark spots denote the negative de�e
tions,white spots the positive overshoot (
f. Fig. 2). Parameter values: (a) �in
 = 0:001,(b) �in
 = 0:0055, (
) �in
 = 0:008, (d) �in
 = 0:03. Other parameters: �ij = 0ex
ept for �15;1 = �17;1 = 0:25 and �
oh = 0.
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ed Signal Correlation: : : 1153ti
ally driven. In
reasing the level of noise slightly results in small pat
hesof a
tivity that slowly move from left to right through the entire network[Fig. 4(b)℄. Fig. 4(
) presents the regime of an optimal noise level, at whi
hplane wave-fronts of ex
itation move steadily from left to right through thewhole system. Raising the noise intensity further results in the breakupof the wave-fronts and in independent, noise-dominated os
illations of thenetwork elements [Fig. 4(d)℄.Please note the stru
ture of the wave-fronts, in whi
h every se
ond el-ement pulses in phase, whereas dire
t neighbours os
illate in an anti-phasemanner [Figs. 4(b)�(
)℄. This is 
aused by a 
ombinatory e�e
t of thenearest-neighbour 
oupling between elements within one 
olumn (Eq. 2)and the elements' os
illatory behaviour. Figs. 2(a)�(d) show how the xij-variables 
hange their sign during one os
illation 
y
le. Coupling and noisethen for
e the os
illators to drive ea
h other into the �xed or ex
ited statein a temporal and spatial alternating fashion. The result is a phase-lo
kedos
illatory behaviour within one 
olumn of the array. The phase syn
hro-nization �nally extends noise-assisted a
ross the entire network by means ofthe unidire
tional 
oupling.
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Fig. 5. Plot of the array- and time-averaged (16 � j � 128) number of os
illatorsper 
olumn spiking within a time intervall �t. �t in
reases from �t = 0:1s to�t = 0:5s from bottom to top in intervalls of 0:1s. A spike is 
ounted when anos
illator 
rosses a threshold of xth = �0:5 from above. Data points have beenobtained in tripli
ate with time series running over 15000 for
ing 
y
les ea
h. There
ording of spike events started after a transient of 1000 for
ing 
y
les of the 
osinedriver. Error bars represent standard deviations. Other parameters are the sameas in Fig. 4.



1154 H. Bus
h, F. KaiserThe propagation speed of the plane wave-fronts within an a
tive zoneis fairly independent of the noise intensity applied, mainly be
ause the re-laxation os
illations are robust against �u
tuations added to them. So ea
helement os
illates with a frequen
y of � � 0:62s�1.A way of quantifying STSR in the above system is to 
al
ulate the aver-age number of os
illators within ea
h 
olumn of the array that are spikingwithin a short time intervall �t. Fig. 5 reveals that this quantity is maxi-mized at a �nite level of noise. The maxima be
ome more pronoun
ed withlonger time intervalls �t, whereas their positions remain un
hanged. Thismeans that the os
illations of the array elements within one 
olumn are themost syn
hronized around �in
 � 0:008, i.e. that the wave-fronts are themost 
oherent for this intermediate noise intensity.4. Con
lusionsIn this study a two-dimensional array of ex
itable systems under thein�uen
e of an external signal together with spatially in
oherent and 
oher-ent noise is dis
ussed. The system models some aspe
ts of neuronal a
tionpotential dynami
s and signalling in a noisy environment. The above sim-ulations lead to the 
on
lusions that the ordering role of noise 
an be usedby the system in two ways, depending on its ex
itability.Weak network 
oupling strength, i.e. low ex
itability, shows a noise-enhan
ed sensitivity towards a subthreshold, aperiodi
 input signal. Theex
itable fo
i of the network os
illators are 
olle
tively 
apable of dete
tingtemporal patterns of the signal. This behaviour 
an thus be regarded assome kind of frequen
y en
oding and network-enhan
ed aperiodi
 sto
hasti
resonan
e. The 
onditions leading to ASR are very general, as the inputsignal varies on a time s
ale that is 
omparable to the 
hara
teristi
 time ofthe responding network.Raising the network 
oupling strength, whi
h is equivalent to loweringthe network elements' e�e
tive thresholds, results in a di�erent network be-haviour. External signals merely serve as a trigger for ex
itation, whereasthe global dynami
s of the system are determined by the intrinsi
 propertiesof the individual network os
illators. Feedba
k 
oupling 
auses a mutual in-hibition of neighbouring array elements that leads to a syn
hronizing e�e
t.This is the reason for the noise-assisted buildup of a spatio-temporal pat-tern of plane wave-fronts moving in the dire
tion given by the unidire
tional
oupling. The roughness of the wave-fronts 
an be optimized by an inter-mediate level of noise. This suggests a kind of spatio-temporal sto
hasti
resonan
e behaviour as shown by 
al
ulating the average number of syn-
hronously os
illating array elements. The transition between the abovedes
ribed regimes of behaviour 
an be dis
erned 
learly through the loss ofinner-network 
oheren
e despite in
reasing 
oupling strength [Fig. 1 (
),(d)℄.
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ed Signal Correlation: : : 1155Finally it is worth mentioning, that the optimal noise strengths for bothnoise-indu
ed input�output 
orrelation and noise-indu
ed wave propagationare the same. Whi
h of the phenomena are predominant depends on the
oupling strength q and therefore on the height of the threshold barrier ofthe array os
illators, only.Although this model is far from simulating real neural pro
esses, it nev-ertheless suggests a noise-assisted me
hanism, how neural networks in thebrain 
ould swit
h from individual signalling to a global, 
oherent pulsingthat is 
ontrolled by the intrinsi
 features of the neurons and sustainedthrough noise, regardless of an external signal. Su
h a transition to a syn-
hronized state 
ould be mediated by altering the neurons' ex
itability, e.g.through a lowered �ring threshold. The regime of 
oherent os
illations isreminis
ent of the syn
hronous dis
harges of neurons in epilepti
 seizures,whereas the 
ontru
tive role of noise in the brain and the level of inhibitoryor ex
itatory 
oupling between neurons still is a matter of ongoing experi-mental resear
h. Quite general, it remains an open question, whether biolog-i
al systems have any fun
tional bene�t in applying noise-enhan
ed signalpropagation and dete
tion, though it 
ould be shown in several biologi
alsystems that the pro
ess of SR 
an work [31℄. A �rst demonstration thatnoise-enhan
ed sensory dynami
s 
an lead to improved fun
tional behaviourhas been shown quite re
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