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We propose a diffusion, continuous-time random walk (CTRW) scenario
which is based on generalization of processes counting the number of jumps
performed by a walker. We substitute the renewal counting process, used
in the classical CTRW framework, by a compound counting process. The
construction of such a compound process involves renormalized clustering of
random number of walker’s spatio-temporal subsequent steps. The family
of the renormalized steps defines a new class of coupled CTRWs. The
diffusion front of the studied process exhibits properties which help us to
enlarge the class of relaxation models discussed yet in the classical CTRW
framework.

PACS numbers: 05.40.Fb, 77.22.Gm

1. Introduction

Investigations of structural and dynamical properties of complex sys-
tems, displaying anomalous dynamical behavior [1], play a dominant role
in exact and life sciences. For description of relaxation and transport phe-
nomena in such systems as glasses, liquid crystals, polymers, biopolymers,
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proteins or even ecosystems continuous-time random walk (CTRW) pro-
cesses [2, 3] appeared to be one of the useful mathematical tools. By now,
following the Montroll–Weiss idea [2], several possible types of the CTRW
have been studied and their connection to fractional diffusion or Fokker–
Planck equations has been well established [1, 4–7]. However, despite their
long history in physics, the CTRWs have not been fully explored yet [8–18].
A possibility of a more detailed analysis of different kinds of the random
walks gives the “random-variable” approach to the CTRW [19–21]. Such an
approach follows directly from the definition of the CTRW as a cumulative
stochastic process [22].

The subject of this paper is to show that the cumulative stochastic pro-
cesses can be generalized to handle more complicated diffusive scenarios than
that leading to the celebrated Mittag–Leffler relaxation [1, 13–19]. In Sec-
tion 2, we introduce a compound counting process in the random-variable
approach to the CTRW. The construction of such a process involves renor-
malized clustering of random number of walker’s spatio-temporal subsequent
steps. It defines a new class of coupled CTRWs with diffusion-front proper-
ties discussed in Section 3. The diffusion scenario depends on the compound
counting process, i.e. on the way in which the spatio-temporal steps are
grouped into clusters. The results, applied in Section 4 to modeling of re-
laxation, lead to a generalized Mittag–Leffler relaxation pattern containing
the Mittag–Leffler function as a special case.

2. Coupled CTRW given by a compound counting process

The CTRW, i.e. the cumulative stochastic process, is characterized by
a sequence of independent and identically distributed (i.i.d.) spatio-temporal
steps (Ri, Ti), i ≥ 1. When we assume stochastic independence between the
jumps Ri and the waiting times Ti, we obtain a decoupled random walk;
otherwise we deal with a coupled CTRW. The total distance reached by
a walker at time t is equal to the sum of his jumps performed till time t

R(t) =

ν(t)∑

i=1

Ri . (1)

The number of summands (in general, random) is given by ν(t) = max{n :
n∑

i=1
Ti≤ t}, the renewal counting process determined by the waiting times Ti.

In this paper we consider an analog of the process (1)

RM (t) =

µM (t)∑

i=1

Ri , (2)
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in which the number of summands, instead by the renewal counting process
ν(t), is given by a compound counting process {µM (t), t ≥ 0} defined as

µM (t) =

νM (ν(t))∑

j=1

Mj (3)

for νM (m) = max{n :
n∑

j=1
Mj ≤ m}. We assume that {Mj}j≥1 is a sequence

of i.i.d. positive integer-valued random variables and that this sequence is
independent of the family of the spatio-temporal vectors {(Ri, Ti)}i≥1. The
idea of compound counting processes allows us to enlarge the class of the
total-distance asymptotics given in the CTRW framework [10]. In partic-
ular, it provides a diffusion scenario which leads to the general power-law
properties of the empirical “universal relaxation response” [23].

The construction of processes (2) and (3) is strictly connected with as-
sembling the jumps and waiting times into clusters of random sizes M1,
M2, . . . . Namely, if we transform the sequence of spatio-temporal steps
{(Ri, Ti)}i≥1 into a new family {(Rj , Tj)}j≥1 by means of the following pro-
cedure

(R1, T1) =

M1∑

i=1

(Ri, Ti) , and (Rj , Tj) =

M1+...+Mj∑

i=M1+...+Mj−1+1

(Ri, Ti) , j ≥ 2 ,

(4)
then the process RM (t), given by (2), appears to be a coupled CTRW defined
by {(Rj , Tj)}j≥1:

RM (t) =

ν(t)∑

j=1

Rj , (5)

where ν(t) = max{n :
n∑

j=1
Tj ≤ t}. The dependence between the jumps Rj

and the waiting times Tj of the coupled process RM (t) is determined by the
distribution of cluster sizes Mj [10].

Observe that the compound counting process {µM (t)}t≥0 in (2) is dif-
ferent from the renewal counting process {ν(t)}t≥0 indicating the number
of jumps performed till time t by a walker in the process (1). For example,

when Pr(Mj = m0) = 1 for some constant m0, we have µM (t) = m0

⌊
ν(t)

m0

⌋

instead of ν(t), where ⌊·⌋ denotes the integer part. However, for m0 = 1
we obtain µM (t) = ν(t) and, as a consequence, RM(t) = R(t). Therefore,
the proposed construction can be considered as a generalization of (1), i.e.

of the classical CTRW concept.
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3. Diffusion front depending on the clustering procedure

In physical applications of the CTRW ideology, the studies concern the
properties of a diffusion front, i.e. the limiting behavior of the rescaled total
distance

Rτ0(t) =
R(t/τ0)

f(τ0)
, (6)

when dimensionless time-scale coefficient τ0 tends to 0 and the space-rescaling
function f(τ0) is chosen appropriately. Notice that Rτ0(t) is nothing else but
the total distance of the CTRW (1) corresponding to the rescaled spatio-
temporal steps (Ri/f(τ0), Ti/τ

−1
0 ). Considering, for example, the simple

Brownian random walk (i.e. Ti = 1, Pr(Ri = 1) = Pr(Ri = −1) = 1
2 ) we

obtain that the overall distribution of Rτ0(t) approaches a Gaussian (normal)

law with dispersion t if we take f(τ0) = τ
−1/2
0 . This rescaling means that

while the time between steps goes to zero, the length of steps also goes to

zero as a = τ
1/2
0 while the value of the diffusion coefficient D = 1

2a2/τ0 = 1
2

is retained.
In case of the decoupled CTRW (1) with power-law jump or waiting-

time distributions different asymptotic behaviors of Rτ0(t) have been in-
dicated [24], all strictly related to the Lévy-stable laws [25]. The result
is obviously connected with the theory of limit theorems for sequences of
i.i.d. random variables [22, 25–27]. Unlike most physical applications of
the original Montroll–Weiss idea [1–3], the random-variable approach to the
CTRW does not use the Fourier–Laplace transform attempt providing ex-
plicit formulas for diffusion fronts only under some restrictive assumptions
on the spatio-temporal random walk characteristics. Instead, as we shall
show below, it allows us not only to handle complicated diffusive situations
but also to find the explicit asymptotic behavior for different kinds of the
diffusion fronts from a very restricted knowledge on the jump- and waiting-
time distributions.

Considering the rescaled spatio-temporal steps (Ri/f(τ0), Ti/τ
−1
0 ) we ob-

tain the rescaled total distance of the generalized CTRW (2)

RM
τ0 (t) =

RM(t/τ0)

f(τ0)

analogous to (6). Also in this case, the distribution of the limiting position

R̃(t) of the walker at time t reached as τ0 ց 0 (i.e. R̃(t)
d
= lim

τ0→0
RM

τ0 (t), limit

in distribution1) can be evaluated by means of limit theorems of probabil-
ity theory under very general assumptions set on the distributions of the

1 The symbol “
d
=” reads “equal distributions”.
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variables Ri, Ti and Mj , see [10]. Below, we study in details the classes of
the generalized CTRWs corresponding to the heavy-tailed waiting times and
positive jumps. We compare the case of identical deterministic jumps with
the heavy-tailed jumps which distribution belongs to the normal domain of
attraction of some completely asymmetric Lévy-stable law.

Let us assume that the distribution of the waiting times Ti has a heavy
tail with the tail exponent 0 < λ < 1, i.e.

2

Pr(Ti ≥ t) ∼
t→∞

(
t

cT

)−λ

(7)

for some scaling constant cT > 0. Furthermore, let us take into account two
different clustering procedures (4): clustering with finite mean value of the
spatio-temporal cluster sizes and clustering with heavy-tailed cluster-size
distribution with the tail exponent 0 < γ < 1, i.e. such that

Pr(Mj ≥ m) ∼
m→∞

(m

c

)−γ
(8)

for some scaling constant c > 0.
In case of identical constant jumps Ri = cR > 0 we have RM (t) =

cRµM (t) so that the total distance is determined directly by the counting
process µM (t), defined by (3). If the cluster sizes satisfy (8), then the limiting

diffusion front for f(τ0) = τ−λ
0 approaches the following distribution:

R̃(t)
d
=

(
t

A

)λ

Tλ Bγ . (9)

The random variable Tλ in (9) has a trans-stable distribution [25], i.e. Tλ =
1/Sλ

λ , where Sλ is distributed according to the completely asymmetric Lévy-
stable law with the index of stability λ. The stable law of Sλ is given by the
density function gλ(x) such that

〈
e−kSλ

〉
=

∞∫

0

e−kxgλ(x)dx = e−kλ

.

The random variable Bγ in (9) is independent of Tλ and distributed according
to the generalized arcsine distribution given by the density function

hγ(x) =





1

Γ (γ)Γ (1 − γ)
xγ−1(1 − x)−γ for 0 < x < 1 ,

0 otherwise .

2 The symbol “f(x) ∼
x→∞

g(x)” reads lim
x→∞

f(x)/g(x) = 1.
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Constant A equals

A = cT (c−1
R Γ (1−λ))1/λ . (10)

To derive Eq. (9) we used the following limit theorems: if the waiting-time
distribution has the heavy-tail property (7), then [9, 10, 22]

ν(t/τ0)

(t/τ0)λ
d

−→
τ0→0

1

cλ
T Γ (1−λ)

1

Sλ
λ

, (11)

and if the cluster sizes satisfy (8), then [22]

1

s

νM (s)∑

j=1

Mj
d

−→
s→∞

Bγ . (12)

From assumed independence of sequences (Mj) and (Ti), by means of lemma
on the limit of a composite random function [28] one obtains (9), see [10]
for details.

The limiting law of R̃(t) in (9) is a mixture of the trans-stable and the
generalized arcsine distributions, and hence its density function can be given
by the following integral representation:

f(x)=





A1−λ(t/A)1−λ

Γ (γ)Γ (1 − γ)
xγ−1

(t/A)x−1/λ∫

0

uλγ((t/A)λ − xuλ)−γgλ(u)du for x > 0 ,

0 otherwise .

Since Bγ takes values from the range (0, 1), the limiting law in (9) can be
interpreted as a “shrinked” trans-stable distribution.

If instead of (8) we take into account the cluster sizes Mj having finite
mean value 〈Mj〉, then3 [29]

1

s

νM (s)∑

j=1

Mj
w.p.1
−→
s→∞

1 (13)

and as a consequence, formula (9) simplifies to the trans-stable law

R̃(t)
d
=

(
t

A

)λ

Tλ , (14)

3 The symbol
w.p.1

−→
reads “tends with probability 1”.
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and the limiting total-distance distribution in (14) is simply given by the
density function of the trans-stable law [24,25]

f(x) =
1

λ

(
t

A

)
x−1/λ−1gλ

((
t

A

)
x−1/λ

)
.

Let us now consider positive space steps Ri with a distribution that
satisfies the heavy-tail condition with the tail exponent 0 < α < 1

P (Ri > x) ∼
x→∞

(
x

cR

)−α

(15)

for some scaling constant cR > 0. The above condition means that the distri-
bution of Ri belongs to the normal domain of attraction of the completely
asymmetric Lévy-stable distribution with the index of stability α [25, 27].
Namely, if we represent the stable law by a random variable Sα, then (15)
leads to

1

n1/α

n∑

i=1

Ri
d

−→
n→∞

cR (Γ (1 − α))1/αSα . (16)

Assume moreover that Ri and Ti are independent, and take into account
cluster sizes Mj with property (8). Then, using again the lemma on the
limit of a composite random function [28] and limit theorems (11), (12) and
(16), one obtains (for details, see [10])

R̃(t)
d
=

(
t

A1

)λ/α

Fα,λ (Bγ)1/α (17)

with the constant

A1 =
cT

c
α/λ
R

(
Γ (1−λ)

Γ (1−α)

)1/λ

. (18)

To derive (17) the following scaling function f(τ0) = τ
−λ/α
0 has to be as-

sumed. Random variables Bγ and Fα,λ are independent, and Fα,λ has a frac-

tional stable distribution [30–32], i.e. Fα,λ = Sα/S
λ/α
λ , where Sα is inde-

pendent of Sλ. The limiting total-distance distribution in (17) is therefore
a mixture of the fractional stable and the generalized arcsine distributions, or
in other words, “shrinked” fractional stable law. It has the following integral
representation of the density function:

f(x) =
α

Γ (γ)Γ (1 − γ)

∞∫

0

dz

(t/A1)z
−α/λ∫

0

uλγ((t/A1)
λ − zαuλ)−γzαγ−2gλ(u)gα(x/z)du ,



1062 A. Jurlewicz, K. Weron

where gα(x) denotes the density function of Sα. If the cluster sizes Mj have
a finite mean value, then (13) holds instead of (12) and for the same scaling

function f(τ0) = τ
−λ/α
0 we get the fractional stable limiting law

R̃(t)
d
=

(
t

A1

)λ/α

Fα,λ (19)

with the density function

f(x) =

(
t

A1

)−λ/α
∞∫

0

gα

((
t

A1

)−λ/α

xuλ/α

)
uλ/αgλ(u) du .

As we see, when in procedure (4) we take into account the spatio-
temporal clusters that have sizes with finite mean value, then the limiting

distribution of R̃(t) is exactly the same as for Mj = 1, i.e. as if no agglutina-
tion of jumps takes place. In such a case the clustering transformation does
not at all influence the limiting law, providing hence the same results as the
classical CTRW (1). In contrary, the heavy-tail property (8) of the cluster-
size distribution results in appearance of the generalized arcsine term Bγ ,
constricting the trans-stable and the fractional stable law in (9) and (17),
respectively.

In case of identical deterministic jumps the resulting diffusion fronts,
Eqs. (9) and (14), reflect in fact the limiting behavior of the rescaled com-
pound counting process µM (t), Eq. (3). If instead, the heavy-tail distributed
jumps are considered, property (15) of the jump distribution yields the Lévy-
stable term Sα of the fractional stable distribution in (17) and (19). It also
influences the scaling constant A1, Eq. (18).

4. General Mittag–Leffler relaxation pattern

Theoretical modeling of relaxation in the CTRW framework is based on
the idea of an excitation undergoing diffusion in the system under considera-
tion [1,11,13,14,19]. Consequently, the relaxation function is connected with
the temporal decay of a given macroscopic mode k and, in case of positive

space steps, defined as the Laplace transform of the diffusion front R̃(t)

Φ(t) = 〈e−k eR(t)〉 . (20)

Below, we study the properties of the above function corresponding to the
diffusion fronts (9), (14), (17), (19), obtained in Section 3. Examining in-
fluence of the spatio-temporal clustering procedure (4) on the relaxation



Continuous-Time Random Walk Approach to Modeling of Relaxation . . . 1063

process, we observe distinct relaxation behavior for finite mean value and
for heavy-tailed cluster sizes Mj .

The diffusion scheme, based on clustering procedure (4) with finite mean
value cluster sizes, has led to the diffusion fronts (14) and (19). In both
cases, independently of the distribution of jumps, the time behavior of the
relaxation function (20) follows the same Mittag–Leffler pattern. Indeed, for

R̃(t) given by (14), referred to identical space steps and hence reflecting in
fact asymptotics of the compound counting process µM (t), we have

ΦML(t) =
〈
e−k eR(t)

〉
= 1 − Λλ

((
t

A

)
k1/λ

)
, (21)

where

Λλ(x) =





1 −
∞∑

n=0

(−1)nxλn

Γ (1 + λn)
for x > 0 ,

0 for x ≤ 0 ,

is the Mittag–Leffler distribution function [19], and the constant A is given
by (10). Relaxation function ΦML(t) exhibits the short- and long-time power-
law properties

ΦML(t) ∝





(t/τp)
λ for t ≪ τp ,

(t/τp)
−λ for t ≫ τp ,

(22)

for the characteristic relaxation time

τp =
A

k1/λ
.

We obtain almost the same formula for the relaxation function in case of the
diffusion front (19) connected with positive heavy-tailed space steps. We
need only to substitute the time constant A in (21) by A1 and τp in (22) by

τp,1 =
A1

kα/λ
.

When the heavy-tailed clustering has been applied in (4), the diffusion
fronts of the generalized CTRW have been shown to take forms (9) and
(17). In the case of (9), obtained for deterministic space steps, the relaxation
function reads

ΦGML(t) =
〈
e−k eR(t)

〉
=

1∫

0

(
1 − Λλ

((
t

A

)
(kx)1/λ

))
hγ(x)dx . (23)
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The above, generalized Mittag–Leffler relaxation function exhibits the short-
and long-time power-law properties

ΦGML(t) ∝





(t/τp)
λ for t ≪ τp ,

(t/τp)
−λγ for t ≫ τp .

(24)

more suitable for description of the empirical relaxation evidence [23] than
those of the Mittag–Leffler function (22). Similarly, the diffusion front (17),
referred to positive heavy-tailed space steps, yields the relaxation function
(23) with A replaced by A1, satisfying power laws (24) with τp,1 instead
of τp.

Notice that the Mittag–Leffler and the generalized Mittag–Leffler relax-
ation patterns derived for considered different diffusion scenarios, see Table I,
are essentially determined by asymptotics of the compound counting process
µM (t). The properties of the jump distribution influence only the value of
the characteristic material constant (relaxation time).

TABLE I

Different diffusion scenarios and the resulting relaxation patterns.

Identical Heavy-tailed Relaxation
constant jumps positive jumps function

Clusters of Trans-stable Fractional stable Mittag–Leffler
finite mean value diffusion front diffusion front

Heavy-tailed Shrinked Shrinked Generalized
clusters trans-stable fractional stable Mittag–Leffler

diffusion front diffusion front

5. Concluding remarks

The paper introduces a diffusion scenario which leads to the general-
ized Mittag–Leffler relaxation with the well-known Mittag–Leffler pattern
as a special case. The approach is based on a generalization of the classical
CTRW concept.

We start with substituting the renewal counting process, simply indicat-
ing the number of steps performed by a walker, by a compound counting
process. Construction of such a process involves renormalized clustering of
random number of walker’s spatio-temporal subsequent steps. The cluster-
ing procedure, applied to a decoupled CTRW, provides a new class of the
coupled CTRW’s in which the dependence between the jumps and waiting
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times is determined by the cluster-size distribution. As a consequence, the
asymptotic distribution of the diffusion front depends on the way in which
the spatio-temporal steps are grouped into clusters. If the cluster sizes have
finite mean value (or with probability 1 take a constant value), then the
asymptotic properties of the initial decoupled walk with power-law jump
and waiting-time distributions are not changed by the clustering procedure.
In this case the limiting distribution of the diffusion front is related to the
Lévy stable laws only. Such a diffusion scenario does not lead beyond the
well-known Mittag–Leffler relaxation. If, however, the heavy-tailed distribu-
tion of the cluster sizes is assumed, the limiting distribution of the diffusion
front is related to the mixture of Lévy stable and generalized arcsine laws.
This scenario leads to the generalized Mittag–Leffler relaxation consistent
with the general empirical relaxation law. In both cases the characteristic
time constants do not contain information on the clustering procedure, and
the asymptotic power laws do not depend on the properties of the jump
distribution. Indeed, despite assumed randomness in the space jumps, the
resulting relaxation patterns appear to be the same as in case of determinis-
tic identical jumps. The specific forms of the relaxation function are hence
determined mainly by the asymptotics of the compound counting process
µM (t). The jump distribution influences only the characteristic scale con-
stants.
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