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A large set of experimental data was analyzed in terms of characteristic
signatures of different interaction as well as product emission scenarios. The
analysis confirms that the reaction cross-section appears still dominated by
dissipative binary reactions involving the survival of well-defined projectile-
and target-like fragments. Consistent with such a “gentle” collision scenario
are the Galilei-invariant velocity distributions of charged products featur-
ing statistical emission from two fully accelerated projectile- and target-like
fragments. On the other hand, the Galilei-invariant velocity plots reveal
the presence of a third effective emission source with velocity intermedi-
ate between the velocities of projectile- and target-like fragments. Frag-
ments emitted from the intermediate-velocity source appear to be produced
dynamically in the overlap zone of the projectile and target nuclei. The ex-
perimental multidimensional joint distributions of neutrons and charged
reaction products were found to exhibit several different types of promi-
nent correlation patterns. It makes them a useful tool for probing reactions
scenarios, different from the traditional approach of interpreting inclusive
yields of individual reaction products.

PACS numbers: 25.70.Pq, 25.70.Mn

1. Introduction

Nuclear research in the past half century has been strongly concen-
trated on explanation of mechanisms of particle emission from hot nuclei.
The research has covered wide range of possible bombarding energies, from
those close to interaction barrier (few MeV/nucleon), to relativistic collisions
(few hundred MeV/nucleon).

Heavy-ion reactions at bombarding energies near the interaction barrier
are characterized by stochastic exchange of nucleons between colliding pro-
jectile and target nuclei. This process is explained satisfactorily by one-
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body (mean-field) transport phenomena and one-body dissipation mecha-
nisms [1]. The stochastic nucleon-exchange mechanism explains qualita-
tively experimentally measured mass and charge distributions of massive
reaction partners, correlated with their excitation energies and spins [2].
In such a reaction picture, the nucleon-exchange process, together with nu-
clear and Coulomb potential interaction between colliding ions, dissipates
the kinetic energy of relative motion of reaction partners, as the dinuclear
system rotates about its center of gravity. The dinuclear system is me-
chanically unstable and subsequently re-separates due to repulsive Coulomb
and centrifugal forces, forming excited projectile-like (PLF) and target-like
(TLF) fragments in the reaction exit channel. Since the PLF and TLF are
excited, they decay subsequently via particle evaporation and/or fission. As
an alternative, a composite system can be formed, usually, in an incomplete
fusion of projectile and target nuclei. The composite system deexcitation
process is the same as for PLF and TLF.

The reaction picture is quite different at high bombarding energies (few
hundred MeV/nucleon). Here the collision dynamics is mainly governed by
direct nucleon–nucleon interaction (two-body dissipation). Because of the
high relative velocity of colliding nucleons the repulsive part of the nuclear
potential becomes dominant. The mean-field effects (one-body dissipation)
could be then neglected, as it is assumed in the Intranuclear Cascade Model
(INC) [3], an often used theoretical approach in this bombarding energy
range. Because of the high relative velocity of colliding ions, the reaction
time is too small to allow forming of dinuclear system. After direct multi-
nucleon-exchange process hot fragments are formed, deexciting afterwards
via prompt and/or sequential particle emission. Since the mean-field ef-
fects can be neglected, as compared to nucleon–nucleon interaction, there
is no possibility for composite system forming at high bombarding energies.
A characteristic feature at high bombarding energies is the particle produc-
tion (especially pions), not present at low bombarding energies.

Comparing reaction pictures for low and high bombarding energies, one
can find, that the heavy-ion reactions at intermediate (Fermi) bombarding
energies (20–100 MeV/nucleon) have features characteristic for low bom-
barding energies (one-body dissipation, dissipative orbiting), as well as those
for high bombarding energies (two-body dissipation, pions production). This
fact makes Fermi bombarding energies an interesting research region.
It makes it also difficult to interpret. Because of mixing of one- and two-
body dissipation one can not separate respective time scales for intrinsic and
collective degrees of freedom. Moreover, since in Fermi energy region the en-
ergy relaxation time (≈ 20–40 fm/c) becomes comparable with macroscopic
motion time, the interpretation in terms of statistical thermodynamics be-
comes difficult.
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In the entire range of possible bombarding energies, the interpretation of
heavy-ion reaction mechanism is based on observed particle emission. The
evolution of particle yield with bombarding energy can be described as fol-
lows. At low bombarding energies, one observes emission of neutrons and
light-charged particles (LCP) [2] from excited primary PLF and TLF. With
increasing bombarding energy or collision centrality, one begins to observe
additionally emission of intermediate-mass fragments (IMFs) [4], which are
seen to account for a considerable fraction of the system mass/energy for
more central collisions [4–6]. In the associated reaction scenario, the reaction
cross-section is dominated by dissipative binary collisions, with well defined
projectile- and target-like fragments (PLF and TLF) [2]. The observed par-
ticle yield is then to a large extent associated with statistical emission from
these two fragments, excited in the course of their mutual interaction. Ad-
ditionally, for central collisions at low bombarding energies the fusion of
projectile and target is possible. This process, however, accounts for a small
fraction of reaction cross-section.

The emission of intermediate-mass fragments increases rapidly for bom-
barding energies in the range of 15–20 MeV/nucleon, depending on the collid-
ing system. The rapid increase of fragments emission accompanied by copi-
ous IMF production is known in the literature as multifragmentation [7–9].
It is frequently interpreted in terms of nuclear liquid-gas phase transition
[10]. It is then directly related to nuclear equation of state, from which
one can derive relation between such state parameters as density, tempera-
ture and pressure. It allows also to study the system evolution through such
phase separation boundaries as the binodal or spinodal boundary limits [11].

There is also another interpretation of nuclear multifragmentation, re-
lated to fluctuations and instabilities in the excited nuclear systems [12].
The multifragmentation process is here connected with instabilities in the
dynamical evolution of the system created in heavy-ion collisions. It was
shown, that the Coulomb [13] or spinodal [14] type of instabilities may also
lead to the fragmentation of an excited system.

With further increase of bombarding energy, the description of the heavy-
ion collisions changes, and a new source of emitted fragments appears — the
intermediate-velocity source (IVS), which moves with a velocity intermedi-
ate between the velocities of PLF and TLF [15]. In the associated reaction
description, the fragment yield has three components associated with the
decay of PLF, TLF, and IVS. While the emission from excited PLF and
TLF exhibits statistical decay pattern from thermal emission source, the
IVS emission exhibits dynamical character as an effect of clusterization pro-
cess. In the above picture of intermediate-energy collisions, the IVS emission
is related to the overlap region of projectile and target, which forms a par-
ticipant matter. In consequence, the IMF multiplicity is increasing with the
collision centrality, as projectile-target overlap region increases too.
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The appearance of IVS changes a point of view on the character of mul-
tifragmentation processes at intermediate energies. The observed fragment
yield has components from different reaction mechanisms. The description
of multifragmentation has to be related then to proper selection of emission
sources. The dynamical IVS component complicates the distinction between
prompt and sequential scenarios of statistical multifragmentation, as it over-
laps with statistical emission from the excited PLF and TLF sources.

2. Theoretical models in the Fermi energy domain

The description of nuclear collisions is given by time-dependent, n-body
Schrödinger equation:

i~
∂ψ(n)

∂t
= H(n)ψ(n) , (2.1)

where ψ(n) is n-body wave function, and H(n) is a n-body Hamiltonian.
Since this equation cannot be solved in the case of complex systems, such
as a system of colliding heavy-ions, the theoretical modeling of heavy-ion
collisions is based on strong simplifications. They can be characterized by
different treatment of nuclear quantum properties and the manner in which
the system evolution is calculated. The distinct approaches include here:

• TDHF (Time dependent Hartree–Fock) models [16] suitable for rel-
atively low collision energies (up to ≈ 10MeV/u) and based on the
assumption that the mean free path of nucleons is greater than the
size of nucleus. They offer a “real” quantum approach, where the sys-
tem behavior is determined by the evolution of anti-symmetrized wave
functions, consistent with the Pauli exclusion principle.

• Nuclear transport models (Boltzmann–Ühling–Uhlenbeck (BUU)
[17], Vlasov–Ühling–Uhlenbeck (VUU) [18], Boltzmann–Nordheim
–Vlasov (BNV) [19], and Boltzmann–Langevin (BL) [20]), considering
the evolution of the population function of the six-dimensional (geo-
metrical and momentum) phase space under action of inertial and (one-
body) mean-field forces, with an account of (two- and more- body)
nucleon–nucleon interactions. One can then calculate the nuclear mat-
ter density distribution in a very straightforward way, by integrating
the population function over the momentum space. It is ultimately the
nuclear matter density distribution and its time-asymptotic that can
be related to experimental observables. In the above transport models,
the Pauli principle is accounted for in an approximate manner.
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• Molecular dynamics models, such as Classical Molecular Dynamics
(CMD) [21], Constrained Molecular Dynamics (CoMD) [22], Quantum
Molecular Dynamics (QMD) [23–25], Quasi Particle Dynamics (QPD)
[26], Anti-symmetrized Molecular Dynamics (AMD) [27], Fermionic
Molecular Dynamics (FMD) [28]) in which the evolution of the system
is calculated using parameterized wave functions. Each nucleon is here
represented by a wave packet with given position, width, velocity, and
spin. In QMD/QPD models the Pauli principle is simulated, while
FMD and AMD models are using anti-symmetrized wave functions
(equivalent to Slater determinant).

Most of the heavy-ion collision models introduced above are aiming at
describing the evolution of colliding systems by taking into account, to differ-
ent extents, the quantum nature of atomic nuclei, with the Classical Molec-
ular Dynamics (CMD) [21] being here an exception. In the latter approach,
classical equations of motion are solved for nucleons moving in mutual field
resulting from nuclear and Coulomb interactions:



















d~r (n)

dt
= ~∇pH

(n)(~r, ~p) ,

d~p (n)

dt
= −~∇rH

(n)(~r, ~p) ,

(2.2)

where H(n)(~r, ~p) is the many-body Hamiltonian of the form

H(n)(~r, ~p) =

N
∑

i=1

p2
i

2mi
+

∑

i<j

V (|~ri − ~rj |) , (2.3)

where N is the sum of all nucleons from projectile and target. The nucleon–
nucleon potential V (|~r|) may depend on particle species and, notably,
is different for protons and neutrons.

Comparing the CMD and QMD models, one finds that in fact equations
(2.2) and (2.3) are used in both cases, except that, CMD integrates equa-
tion of motion of particles, whereas QMD integrates equation of motion of
wave packets along with simulating quantum effects. Additionally, in QMD
calculations the nucleon–nucleon potential can be momentum dependent,
including a Pauli potential term [23].

A different theoretical approach to heavy-ion collisions is offered by nu-

cleon exchange models, such as Randrup model [29, 30], or stochastic
nucleon-exchange models [31–34]. Apart from the conservative nuclear and
Coulomb interaction, the nucleus–nucleus interaction is here mediated by
stochastic exchange of nucleons between colliding ions, leading to formation
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of projectile-like (PLF) and target-like (TLF) fragments in the reaction exit
channel. Under additional assumptions, the creation of a composite sys-
tem [35], or intermediate-velocity source (IVS) [36] can be considered. The
nucleon exchange models can be static [30] (analytical or Monte Carlo) or
include dynamics [36]. Unlike in CMD or QMD models, here the dynami-
cal considerations are used to calculate nucleon exchange between colliding
ions and, in consequence, the formation of hot sources in the reaction exit
channel.

Ultimately, theoretical models of nucleus–nucleus collisions are suitable
for making predictions regarding only the primary and not the final reaction
products and, more specifically, regarding the prompt particles and excited
fragments. In order to calculate final distribution of fragments one has to
assume the deexcitation mechanism. The excited fragments deexcite via
gamma or particle emission. There are two possible deexcitation processes
via particle emission: (i) sequential binary decay — the cascade of successive
binary emissions in which the particle evaporation and fission is treated in
the same consistent way [37,38], and (ii) prompt multifragmentation — the
quasi-simultaneous break-up of an excited system into many fragments [7–9].
Therefore, the full heavy-ion reaction modeling is performed using two-step
calculations. In the first step, a collision model is used for calculating the
properties of primary excited fragments. In the second step a deexcitation

model is used to calculate the secondary (final) distribution of experimental
observables associated with the expected reaction products.

2.1. Collision models

Since this work is focused on dynamical and statistical fragment emis-
sion in heavy-ion collisions at intermediate energies, we do not intend to
characterize all individual models. Instead, we are presenting description of
models used in modeling of dynamical aspects of reactions, such as nuclear
transport models or quantum molecular dynamics models. On the other
hand, the heavy-ion collisions are characterized also by statistical exchange
of nucleons between colliding ions. Therefore, the description of models
based on nucleon exchange process is also presented. A comparison between
these two families of models is important for understanding the complexity
of heavy-ion reactions, especially, in terms of involved reaction mechanisms.

2.1.1. Nucleon exchange models

The nucleon exchange models are based on an assumption [29], that for
higher collision energies, the energy dissipation proceeds mainly through
stochastic transfer of nucleons between colliding ions. The multi-nucleon
transfer can be approximated by a chain of individual nucleon transfers,
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assuming that the time associated with individual transfers is relatively
short [30]. Under such assumptions, the heavy-ion collision can be described
by the evolution of dinuclear system, where the transferred nucleons trans-
port charge, mass, energy, linear and angular momentum.

The dynamical simulation of the nucleon transport process is done by
calculating the macroscopic variables describing the properties of dinuclear
system in multi-dimensional space. An exact solution can be obtained by
solving the corresponding Fokker–Planck differential equation. Because such
a solution would be rather cumbersome, an approximate mean-trajectory
method is used instead [30]. In this method, the equations of motion for
macroscopic variables are integrated along the most probable path. These
equations use generalized driving forces for colliding systems A and B:











F
(A) = −

∂

∂A
H(AB) ,

F
(B) = −

∂

∂B
H(AB) ,

(2.4)

where H(AB) is the macroscopic Hamiltonian of the dinuclear complex, and

A =
(

Z(A), N (A), ~P (A), ~S (A)
)

B =
(

Z(B), N (B), ~P (B), ~S (B)
) (2.5)

are the macroscopic parameters describing the system (here charge, neu-
tron number, momentum, and spin of the two constituents of the dinuclear
complex, respectively).

By modeling the dinuclear system as two Fermi–Dirac gases in contact,
the system evolution, i.e. the nucleon transfer, can be calculated using drift
and diffusion coefficients derived from driving forces. The relation between
the drift and diffusion coefficients reflects the fluctuation–dissipation theo-
rem. The macroscopic variables of the system are modified after each nucleon
transfer, evolving conservatively until the subsequent transfer occurs. This
means that the adiabatic transfer is assumed, i.e. the nucleon exchange pro-
cess is assumed to be fast as compared to the time-scale of collision, and that
the transferred nucleons are immediately thermalized after each transfer.
In the Randrup approach, the entire nucleon exchange process is governed
by one-body interaction.

In the related heavy-ion collision scenario, the dinuclear system rotates
by a fraction of revolution while macroscopic kinetic energy and angular mo-
mentum are dissipated by friction-like forces arising from one-body (“win-
dow” friction) dissipation. Due to repulsive Coulomb and centrifugal forces,
the dinuclear system re separates eventually into excited, quasi-equilibrated
projectile-like and target-like fragments (PLF and TLF).
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The ideas of Randrup and collaborators have resulted in many theoret-
ical approaches based on stochastic exchange of nucleons between colliding
heavy-ions [31–34]. In all these models, a binary exit channel scenario is
assumed, i.e. the reaction leads always to the formation of excited PLF
and TLF. The nucleon transfer between projectile and target is assumed to
be dependent on the number of “activated” nucleons in the projectile and
target overlap region. In the Cole random-walk model [31], the heavy-ion
collision is treated as a sequence of statistically independent steps, changing
the mass and charge of projectile and target. The average number of steps is
taken from the Glauber theory optical limit, around the average number of
nucleon–nucleon collisions, and the dispersion from corresponding Poisson
distribution. The nucleon–nucleon collisions are taking place in the over-
lap region, along the trajectory describing relative motion of projectile and
target.

The heavy-ion collisions at intermediate bombarding energies are char-
acterized by interplay of one- and two-body dissipation. The energy dissipa-
tion process can be rather well reproduced by one-body dissipation for pe-
ripheral collisions, but should include also two-body dissipation mechanism,
especially for central collisions. Both, one- and two-body dissipation mech-
anisms were included in the stochastic two-stage reaction Sosin model [36],
which represents an extension of nucleon exchange random-walk models of
Cole et al. [31, 32]. It also treats the heavy-ion collision as a sequence of
steps. Here, the nucleon transfer is governed, on the average, by thermo-
dynamical probabilities (related to the density of available micro-states),
taking into account the fluctuations, characteristic for stochastic processes.

2.1.2. Nuclear transport models

The nuclear transport calculations are based on Bolzmann transport
equation which describes the time evolution of the Wigner transform of the
quantum mechanical phase-space density function f(~r, ~p, t):

∂f(~r, ~p, t)

∂t
+

~p

m
~∇rf(~r, ~p, t) − ~∇U ~∇pf(~r, ~p, t) = R , (2.6)

where U is the self-consistent mean-field potential. Depending on right-hand
side, R, the Eq. (2.6) represents one of the following approximations:

• R = 0 (Vlasov equation) — describing the evolution of self-consistent
mean field [39] (one-body dissipation only);

• R = I(f(~r, ~p, t)) (Landau–Vlasov equation) — Boltzmann–Ühling–
Uhlenbeck (BUU) [17], Vlasov–Ühling-Uhlenbeck (VUU) [18], and
Boltzmann–Nordheim–Vlasov (BNV) [19], approximations with col-
lision term, I, introducing two-body dissipation effects. The collision
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effects are averaged after each step. The collision term contains the
Pauli-blocking factor which prohibits scattering to occupied phase-
space cells;

• R = I(f(~r, ~p, t)) + δI(f(~r, ~p, t)) (Bolzmann–Langevin equation) —
Bolzmann–Langevin (BL) [20] approximation with collision term, I,
and fluctuation term δI , introducing stochastic effects for two-body
dissipation. The quantum-statistical fluctuations introduce instabili-
ties responsible, e.g. for the fragmentation of the system.

The self-consistent mean-field potential, U , is the one-body field gener-
ated by particles themselves. It is constructed using technique similar to
those employed in Time-Dependent Hartee–Fock calculations [16]. Usually,
a Skyrme parametrization is used [40] expressing the potential as a function
of the nuclear matter density, ρ:

U(ρ) = α

(

ρ

ρo

)

+ β

(

ρ

ρo

)γ

, (2.7)

where ρo = 0.17 fm−3, is the normal nuclear matter density, and α, β, and γ
are the potential parameters. For given the values of ground-state nuclear
matter density and binding energy per nucleon, the parameters α, β, and γ
can be expressed as functions of nuclear matter compressibility parameter,
K, only [41]:

K ≡ 9ρ2

(

∂2E/A

∂ρ2

)

ρ=ρo

, (2.8)

using condition for the value of nuclear matter binding energy per nucleon
(E/A|ρ=ρo = −15.48 MeV), and the stationary condition at saturation point:
((∂E/A)/∂ρ)ρ=ρo = 0.

As a result of time evolution of the colliding system one obtains the
matter density distribution:

ρ(~r, t) =

∫

f(~r, ~p, t)d3p , (2.9)

and the density distribution in momentum space:

g(~p, t) =

∫

f(~r, ~p, t)d3r . (2.10)

Before simulating the course of collisions, the ground state configuration
of the colliding nuclei has to be calculated. Since ground state is a state with
the minimum energy, the system energy minimization process is applied by
enhancing the fermionic properties of the system.
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The way of preparing the ground state configuration is different for
BUU/VUU and BNV approximations. Unlike in the BNV approach, a col-
lision term is included during preparation of the ground state configuration
in the BUU/VUU. Exclusion of collision term is equivalent to solving the
Vlasov equation.

There are different practical (numerical) techniques for solving the nu-
clear Bolzmann equation. One of the most common approaches is a test-
particle technique. In this method, a large number of test-particles is used to
represent each nucleon, with accordingly reduced interacting cross-section.
This allows one to obtain a good coverage of phase-space. Another possi-
bility is a parallel-ensemble method, in which many individual ensembles
for each nucleon are calculated parallel in a common mean-field. After each
step, an averaging over individual ensembles is performed. Such techniques
have a common drawback. The system evolution is averaged during the
calculations. In consequence, fluctuations and particle–particle correlations
may be underestimated. Nevertheless, one can introduce quantum-statistical
fluctuations by applying the Bolzmann–Langevin method [20]. The fluctu-
ation term is acting as a source of density irregularities amplified by the
self-consistent mean field. This effect reproduces system fragmentation and
dynamical clusterization processes.

2.1.3. Molecular dynamics models

The molecular dynamics models developed for heavy-ion collision stud-
ies were adopted from chemical problems. They use classical equation of
motion (see Eq. (2.2)) to describe the evolution of the system. The Classical
Molecular Dynamics models (CMD) [21] neglect quantum effects describing,
in consequence, the dynamics of nucleons, while the Quantum Molecular
Dynamics(QMD) [23–25], and Quasi Particle Dynamics models (QPD) [26]
are describing the evolution of wave packets associated with nucleons (quasi-
particles). The QMD/QPD models simulate also such quantum-effects as
Pauli-blocking. As in BUU/VUU models, collisions are blocked when the
final phase-space states are occupied. The important difference is that the
QMD/QPD approach takes into account individual, not averaged, collisions.
In this manner the particle–particle correlations are introduced.

The exact treatment of Pauli principle requires significant computational
time. This problem has found an interesting solution in the Constrained
Molecular Dynamics Model (CoMD) [22], where the problem of the violation
of Pauli principle was solved by adding a stochastic process to the usual
QMD treatment.

In the QMD/QPD approach [23], nucleons (or quasi-particles) are rep-
resented by Gaussian minimal wave packets with a constant width:
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ψi(~r, t) =
1

(2πL)3/4
e−

(~r−〈~ri(t)〉)
2

4L e−
i
~
〈~pi(t)〉~r , (2.11)

where 〈~ri(t)〉 and 〈~pi(t)〉 are the mean position and momentum of the i-th
nucleon, for a given time t, and L is the packet width.

The n-body wave function of a nucleus is then represented by a direct
product of single particle functions ψi. As in the mean-field approximation,
the quantum-mechanical analogue of n-body phase-space density distribu-
tion function is represented by a Wigner transform. For wave packets rep-
resented by Eq. (2.11) the n-particles reduced distribution function takes
a form:

f(~r, ~p, t) =
1

(π~)3

n
∑

i=1

e−
1

2L
(~r−〈~ri(t)〉)

2
e−

2L

~2 (~p−〈~pi(t)〉)2 , (2.12)

which describes the phase-space density at point (~r, ~p).
The time evolution of the system (n-body wave function) is assumed

to be governed by the Ritz variational principle [23], what is equivalent to
solving the classical Hamiltonian equations of motion (see Eq. (2.2)) for
centroids of the Gaussian wave packets. Here the Hamiltonian has a form:

H =
n

∑

i=1

〈p2
i 〉

2m
+ Unucl + UP + UC , (2.13)

where Unucl, UP, UC are the nuclear, Pauli, and Coulomb potentials, respec-
tively.

Using the Skyrme parameterization, the isospin-dependent nuclear po-
tential energy density, Vnucl (Unucl =

∫

Vnucld
3r), can be expressed as:

Vnucl =
α

2

ρ2

ρo
+

β

γ + 1

ργ+1

ργ
o

+
C(ρ)

2

(ρn − ρp)
2

ρo

+
G

2
(∇ρ)2 −

G
′

2

(

∇(ρn − ρp)
)2
, (2.14)

where ρo = 0.17 fm−3, is the normal nuclear matter density, and ρp and ρn

are proton and neutron densities, respectively. The potential parameters
α, β, and γ are related to the nuclear matter compressibility parameter K
— see Eq. (2.8). The symmetry energy term parameter, C(ρ), is related
to the nuclear matter isospin asymmetry. With different parameterizations
of the symmetry term coefficient, C, one can obtain the ASY-STIFF EOS:
C = 31.4MeV, or the ASY-SOFT EOS: C = 76.5−45.1(ρ/ρo) MeV [42]. The
last two terms in Eq. (2.14) correspond to isoscalar and isovector components
of the symmetry energy, respectively.
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By taking the n-body wave function as a direct product of single par-
ticle functions, one violates the Pauli principle. Nevertheless, the antisym-
metrization effects can be simulated by a Pauli potential acting between
particles of the same kind, i.e. having the same isospin and spin:

Up =
1

2
V p

o

~
2

16mL2

n
∑

i=1

n
∑

j 6=i

Q2
ij

eQ
2
ij/4L − 1

, (2.15)

where V p
o is a scaling factor, introduced to reproduce energetics of three- and

higher-body systems and Q2
ij is a measure of the distance in the phase-space:

Q2
ij = (〈~ri〉 − 〈~rj〉)

2 +
4L2

~2
(〈~pi〉 − 〈~pj〉)

2 . (2.16)

By inspecting formulas (2.15) and (2.16) one can find that the Pauli poten-
tial, simulating the Pauli principle, prevents nucleons of the same kind being
too close in the phase space.

As in the mean-field approximation, ground states of the colliding nuclei
are calculated. Mathematically, the ground state configuration is equivalent
to phase space configuration minimizing the system Hamiltonian. It is the
way of preparing of the ground state configuration which differs the QMD
and QPD approach [23, 26]. The latter time evolution of the system is cal-
culated assuming that the mean positions and momenta of N nucleons are
evolving in the effective potential, taking into account two-body effective
nucleon–nucleon interactions along classical trajectories. The scattering of
nucleons is related to the nucleon–nucleon cross-section, σNN , which is en-
ergy and isospin dependent [43]. Any two nucleons become candidates for
collision, if their spatial distance, rij, is less than the distance determined
by the nucleon–nucleon cross-section:

rij <

√

σNN

π
. (2.17)

The collisions take place if the final states are not occupied by nucleons
of the same kind (Pauli blocking). The Pauli potential together with Pauli
blocking simulates the Pauli principle for n-body wave function taken as
direct product of single particle functions (Eq. (2.12)).

The time evolution of the system is calculated within certain time inter-
val, which is a model parameter (usually 300 fm/c). When the dynamical
evolution is stopped, the clusters are identified. In the CHIMERA QMD
code [44], results of which are presented here, the proximity in the configu-
ration space is used for cluster definition. Thus, it is assumed that nucleons
form a cluster when the distance between them is less then 3 fm. For each
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cluster, the charge, mass, position, momentum, spin, and excitation energy
is determined.

A simulation of the Pauli principle, which is a common drawback of
the QMD/QPD approach, was improved in the fermionic molecular dynam-
ics (FMD) models [28], which represents a true quantum treatment of the
n-body wave function. In the FMD approach the n-body state is taken as
an antisymmetrized Slater determinant. The FMD dynamics is fully deter-
ministic, and the system wave function remains a Slater determinant at all
times.

The drawback of deterministic character of FMD is not present in the
antisymmetrized molecular dynamics (AMD) models [27]. Here, stochastic
terms are added to equations of motion, which properly treat the fluctuations
in reaction dynamics.

2.2. Deexcitation models

As the collision models give information about the properties of primary
excited fragments, formed in the early collision stage, the final deexcitation
is calculated by deexcitation models. Here, we present the description of sta-
tistical deexcitation models, as we focus on dynamical and statistical aspects
of fragment emission. The presented statistical models are usually used as
“afterburners” in any two-stage reaction modeling.

2.2.1. Sequential statistical emission models

The sequential statistical emission models treat deexcitation of hot frag-
ments as a chain of statistically independent decays. The computer codes
like GEMINI [45], BINFRA [46] or SIMON [47], are based on the transition-
state method [37,38] which treats the evaporation of particles and fission as
different modes of the same decay mechanism.

Assuming the Fermi-gas level densities, the probability of decay of a nu-
cleus of mass A at an excitation energy E∗ into two daughter nuclei Ai and
Aj , can be expressed as:

P (A;Ai, Aj) ∝
e2[a(E

∗ − Esep − EC − Erot − 2T )]
1
2

e2[aE
∗]

1
2

, (2.18)

where Esep, EC, Erot, and T are the ground-state separation energy, the
Coulomb barrier and the rotational energy, and the temperature at the
saddle-point, respectively.

The temperature T is evaluated using the relation between excitation
energy and temperature for a compound nucleus:

E∗ = aT 2 , (2.19)
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where a is the level density parameter. In the formula (2.18) the factor 2T
in the upper exponent is responsible for the fluctuations at the saddle-point
transition.

According to transition-state method, the corresponding decay widths
are calculated taking into account all possible modes of decay:

ΓTSM =
1

2πρ

E∗−Esad(J)
∫

0

ρsad(Usad, J)dE , (2.20)

where ρ and ρsad are the level density of initial system, and the saddle point
configuration, respectively. Usad and Esad(J) are the thermal excitation
energy, and the deformation plus rotational energy, at the saddle point,
respectively. Here, E is the kinetic energy of the transitional degree of
freedom.

Although the transition state method can be used to calculate all possible
decays, from neutron and proton evaporation to symmetric fission, more
precise approach can be obtained using the Hauser–Feschbach formalism
[48]. In this case, the decay width for emission of a particle (Z1, A1) having
spin J1, from a parent nucleus (Z,A) having spin J and excitation energy
E∗, leaving the residual nucleus (Z2, A2) is:

ΓHF =
2J1 + 1

2πρ

∑

J2

J+J2
∑

l=|J−J2|

E∗−B−Erot(J2)
∫

0

Tl(E)ρ2(U2, J2) dE , (2.21)

where ρ and ρ2 are the level density of initial, and residual systems, respec-
tively. Here, l denotes the orbital angular momentum, and J2 the spin of the
residual system. Erot(J2) is rotation plus deformation energy of the residual
system, and B is the binding energy. The integration is performed over the
kinetic energy of emitted particle, E, taking into account the transmission
coefficient Tl(E).

The Hauser–Feshbach formalism can be derived from Weisskopf emission
rates [49]:

ΓWeisskopf =

n
∑

i=1

E∗−B−ε∗i
∫

0

(2si + 1)
µ

π2~3
σinv(E)

ρ(E∗−B−E)

ρ(E∗)
E dE , (2.22)

where E is the kinetic energy of emitted particles, µ is the reduced mass,
and ε∗i denotes the ground and all excited states of emitted particle.
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The Weisskopf formalism requires the knowledge of cross-section, σinv(E),
for the inverse (fusion) reaction, which can be calculated using e.g. the
optical model.

Since the Hauser–Feschbach formalism is more complicated, as compared
to the transition-state method, and requires more computing time, its appli-
cation in the GEMINI code was limited to emission of fragments with Z ≤ 3.
In the BINFRA code, the transition-state method is used for emission of all
particles. Alternatively, the SIMON code uses Weisskopf emission rates.

During the sequential decay calculations, the consecutive binary decays
of the initial hot nucleus are calculated until all decay fragments become
“cold”. Here, as a “cold” we assume a fragment with an excitation energy
below the yrast line, i.e. no more particle emission is possible. After each bi-
nary partition, the charge, mass, excitation energy, and spin of the daughter
fragments are calculated.

The sequential emission models differ mainly by the evaporation for-
malism (transition-state, Hauser–Feshbach, or Weisskopf method), and by
approximations used to calculate the emission barriers, and the separation
and rotational energy (see Eq. (2.18)).

2.2.2. Prompt statistical emission models

The idea of a prompt (simultaneous) break-up of hot nucleus into many
fragments was introduced by Randrup and Koonin in 1981 [50]. Since then,
many multifragmentation models were proposed, based on microcanonical,
canonical, macrocanonical, or grand canonical ensembles [9, 51, 52]. The
prompt break-up is expected to produce hot fragments, so a subsequent
sequential deexcitation of hot fragments should also be included [52].

The multifragmentation process can be classified according to the final
set of fragment multiplicities, called the break-up partition:

f = {NAZ ; 1≤A≤Ao, 0≤Z≤Zo} , (2.23)

where Ao and Zo are the mass and charge of breaking system.
The multifragmentation models calculate the break-up partitions (events)

according to assumed statistical ensembles. Here, a statistical ensemble is
a complete (or limited) set of channels, f , satisfying the conservation laws for
mass, charge, energy, momentum, and angular momentum of the decaying
system, characterized by statistical weights ∆Γf .

The exact way of all partition treatment is given by the microcanoni-
cal ensemble, in which, by definition, all microscopic states of the system
obey strictly conservation laws. However, using the microcanonical ensem-
ble presents very complicated numerical problem. In fact, it was not applied
in multifragmentation models in a full scale. To some extent it was used in
the Microcanonical Metropolis Monte Carlo code (MMMC) [9].
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Using microcanonical ensemble, one encounters problems with sampling
of the possible partition space. Thus, for example the number of possi-
ble multifragmentation partitions is 1.9×108 for a system with mass 100,
and 3.9×1012 for a system with mass 200. One of the possible solutions
is a Metropolis method [53]. This method is based on an observation that
the available phase-space is not populated uniformly, usually showing sharp
peaks in the process probability distribution. The main issue of Metropolis
sampling is finding these regions. For this purpose a Markovian sequence
of partitions, {f}, is generated. The sequence starts with a given partition,
f , with weight ∆Γf , for which a trial partition, f

′
, with weight ∆Γf ′ , is

generated, using “small” steps in the partition space. If ∆Γf
′ > ∆Γf , a new

partition is included into the partition set. Otherwise it is included with
weighted probability ∆Γf ′/∆Γf . Such procedure is repeated for different
available phase-space directions, until the representative set of partitions is
found. This approach has two drawbacks: (i) some important physical pro-
cesses with small probabilities are rejected; (ii) if the model approximations
are not precise, the Metropolis method could produce artifacts, i.e. parti-
tions with probabilities too small to be ever produced in nature (note that
process probabilities have exponential forms).

A different approach to partition space sampling is used in the Statisti-
cal Multifragmentation Model (SMM) [52]. The SMM approach is based on
a hybrid method combining canonical and macrocanonical ensembles. The
algorithm starts with mass and charge distributions, 〈NAZ〉 and 〈NA〉, calcu-
lated analytically using macrocanonical ensemble. It is based on variational
method, assuring that the mass and charge distributions are proportional
to probability of finding a fragment (A,Z) in the sampled ensemble. Sub-
sequently, the following algorithm sequence is applied: (i) the temperature
and chemical potentials determining 〈NAZ〉, 〈NA〉, and consequently NA(Z)
distributions are found; (ii) the fragment mass is randomly chosen according
to the 〈NA〉 distribution; (iii) the fragment charge is determined according
to NA(Z) distribution; (iv) such procedure is repeated until mass and charge
conservation rules are satisfied. In consequence, this method selects parti-
tions which are close to the most probable ones.

When a partition is selected, fragment excitation energies and momenta
are calculated. By solving the microcanonical equation of energy balance,
the temperature for a given partition, Tf , is calculated. Knowing the tem-
perature, the average excitation of fragments is calculated assuming equipar-
tition of energy. The momenta are calculated assuming Maxwell–Bolzmann
distribution for a given temperature Tf .

Due to high excitation energy (pressure), the nuclear matter will expand,
until the break-up configuration is reached. The break-up configuration in
the SMM model is associated with a thermal bath (thermostat). Therefore,
excited fragments are having the same temperature.
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The fragments positions in the initial configuration are chosen randomly,
assuring non-overlapping configuration. If necessary, the fragments mo-
menta are scaled in order to obey conservation rules. The break-up (freeze-
out) volume, V , is given by the model parameter κ:

V = (1 + κ)Vo , (2.24)

where Vo denotes the volume of the original cold nucleus of mass A, and
charge Z. The κ parameter is equal 2 in the original version of the model [52]
(see discussion about break-up volume in the next chapter). By definition,
the freeze-out volume is a break-up configuration in which fragments are
separated, interacting only via Coulomb forces.

After assigning fragments positions, the partition is propagated under
the mutual Coulomb forces starting from the break-up configuration. The
final fragment deexcitation is calculated assuming a binary sequential de-
cay scenario with decay rates given by the Weisskopf approximation — see
Eq. (2.22). Additionally, the SMM model assumes the possibility of Fermi
break-up of excited fragments [52]. This mechanism is limited to light frag-
ments (A≤16) with relatively small excitation energy, comparable with a to-
tal binding energy. In this case an explosive decay of excited fragments into
smaller clusters is performed.

As an alternative to existing prompt multifragmentation models, one can
consider the Expanding Emitting Source model (EES) [54]. Here, a very
short time-scale emission is connected with the expansion phase. It is based
on an extended Weisskopf evaporation model, coupling the emission rates
with decay volume and source entropy.

2.2.3. The MULFRA model

The prompt multifragmentation MULFRA model [55, 56] was devoted
to study kinematical differences between prompt and sequential decays. It
uses partitions generated by sequential decay codes [45, 46]. The generated
partitions are placed in the break-up (freeze-out) volume and propagated
subject to mutual Coulomb interactions.

The idea of using the same partitions in both, prompt and sequential de-
cay, came from the study of experimental data, especially the fragment size
distributions (charge or mass spectra). The existing decay codes are predict-
ing similar final charge and mass spectra for a wide range of bombarding
energies [57]. Therefore, it is impossible to distinguish between different
decay scenarios by simply comparing fragment size distributions. On the
other hand, the same partitions with different velocity distribution will give
different picture when an emulator of the experimental set-up is used. This
is because the detectors positions and thresholds are modifying the initial
distributions, according to fragment velocity (energy) distributions.
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In distinction between different decay scenarios, the crucial role is played
by the emission time-scales. A fast chain of sequential binary decays will
result in similar effects as a prompt break-up [56]. In fact, the theoretical
and experimental esitimations [58] predict nuclear lifetimes of an order of
10−18 to 10−23 s, for temperatures increasing from 1 to 10MeV, respectively.
It means, that for high excitation energies, the difference between prompt
and sequential scenarios is small from the point of view of nuclear life-times.

The above considerations provided a motivation for developing the code
MULFRA, using the same partitions as produced by sequential decay codes.
Taking into account, that the prompt break-up is expected to produce hot
fragments [52], the partitions generated by BINFRA [46] or GEMINI [45]
codes are stopped at some level of fragments average excitation energy, e.g.
20% of total excitation energy per nucleon [56].

The prompt break-up simulation starts with constructing the initial
break-up configuration based on the partition produced by one of binary
sequential codes. For this purpose, the 3N configuration space minimiza-
tion maximum-packing algorithm is used, ensuring a configuration of non-
overlapping spheres. The break-up (freeze-out) volume distribution, result-
ing from applied algorithm is presented in Fig. 1.
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Fig. 1. Distribution of freeze-out volume, V , normalized to the volume Vo of a nor-
mal nucleus (here 150Sm).

The distribution presented in Fig. 1 is quite broad, having its maximum
about 3.5×Vo. In contrast to other multifragmentation codes, the freeze-out
volume is here not a model parameter, but a result of applied maximum
packing algorithm. In the SMM code [52] the freeze-out volume is 3×Vo

(see Eq. (2.24)), and in the MMMC code [9] 6×Vo. The initial freeze-out
configuration plays important role in the system energy balance, defining the
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Coulomb energy, VC. The larger is the freeze-out volume, the smaller is the
system Coulomb energy. Consequently, the larger amount of the available
energy can be assigned to fragments thermal and collective degrees of free-
dom, according to total energy conservation. This has a significant impact
on calculated reaction dynamics. Moreover, it is not realistic to expect that
the prompt break-up will occur in fixed value of freeze-out volume. One
should rather expect some freeze-out volume distribution, especially that
the freeze-out configuration is a function of the fragment partition, i.e., will
be different for symmetric and asymmetric mass partition [56].

Having defined the spatial break-up configuration, the available kinetic
energy, K = Etot −VC, is distributed by assigning the initial velocities to all
fragments [56]. Later on, the fragment velocities are re-normalized in order
to obey the energy, total linear-momentum, and total angular-momentum
conservation laws.

After defining the spatial configuration and velocity distributions, the
break-up configuration is fully described. At this point the system disinte-
grates and the fragments are accelerated in the mutual Coulomb field. The
fragments equations of motion are integrated numerically.

The fragments can be excited, decaying in-flight with proper decay con-
stants (see next chapter). For this purpose one of the sequential binary codes
is used.
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Fig. 2. Angular distribution of fragment velocity vectors (A > 1 and A > 4) for the
sequential binary decay — open circles, and for the prompt multifragmentation —
close circles.

The kinematical differences between sequential and prompt alternatives
are well illustrated in Fig. 2, where the distributions of fragment velocities
(excluding the two heaviest ones), are shown in the center-of-mass (c.m.)
frame with vx axis defined by the relative velocity of two heaviest fragments
(~v1−~v2). Here, θv is the angle between the vx axis and the fragment velocity
vector. This angular distribution of velocity vectors is a Gaussian-like curve
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for the prompt break-up, while for a sequential break-up it is a more isotropic
one. Such a strong Coulomb focusing effect for prompt multifragmentation
scenario is connected with influence of the Coulomb field created by the two
heaviest fragments.

2.2.4. Dynamical versions of sequential emission models

The sequential emission models like GEMINI [45], BINFRA [46] or
SIMON [47] are static, i.e. they do not include fragments dynamics. The
decaying fragments are obtaining their Coulomb asymptotical velocities af-
ter each break-up. This means that no decay time scales are included, and
there is no proximity effect of other decaying fragments.

In order to introduce dynamics one has to evaluate lifetimes of the ex-
cited nuclei. These lifetimes depend on the emission mode. Assuming the
correctness of the transition-state method [37, 38], light fragment evapora-
tion, IMF emission, and fission, can be treated as different cases of the same
decay mode. Therefore, a common nuclear lifetime parameterization, based
on theoretical estimations [58] was proposed [56]:

τ = 2e13/T eA/8 [fm/c] , (2.25)

where T [MeV] is nuclear temperature, and A is the mass of the emitted
fragment. Such a parametrization is used in the dynamical version of the
BINFRA code [56].

Another possibility is using the Heisenberg principle. In this case the
nuclear lifetimes are given by the decay-width:

τ =
~

Γtot
, (2.26)

where Γtot is the total decay width, including all decay channels. This
method was used in the dynamical version of the GEMINI code [59].

The main difference between parameterized lifetimes and lifetimes de-
fined by decay-widths is the model consistency. The decay-width gives the
description of decay modes, which are, of course, dependent on details of the
applied model. Therefore, the decay lifetimes as given by formula (2.26) are
related directly to model approximations. Moreover, by comparing formu-
las (2.25) and (2.26) one can find that the formula (2.25) does not include
explicit dependence on mass of the decaying system, as it was constructed
using data from different reactions [58] (note the implicit dependence on the
nuclear temperature).

The dynamic simulation of sequential binary decay is performed by inte-
grating equations of motion for all fragments between the successive decays.
The decay times are generated using formula (2.25) in BINFRA code [56],
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or formula (2.26) in GEMINI code [59]. The static versions of BINFRA [46]
or GEMINI [45] codes are using Coulomb asymptotical velocities, what ex-
cludes the interaction via Coulomb forces between the fragments.

For the evaluation of decay time scales, and dynamics of fragments in
the mutual Coulomb field, the correlation function between pairs of charged
fragments can be used. Here we use the 1 + R correlation function of the
reduced velocity, vred, between pairs of fragments with a charge Zi and Zj,
respectively:

1 +R ≡
N true

ij (vred)

Nmix
ij (vred)

, (2.27)

with the reduced velocity, vred, defined as:

vred=
vrel

√

Zi + Zj

, (2.28)

where, vrel denotes the relative velocity, N true
ij is the true number of cor-

relations between pairs of fragments, and Nmix
ij is the number of random

correlations (here six subsequent events were mixed).
The reduced velocity correlations for decay of the 70Se nucleus excited to

520MeV, as predicted by the static and dynamical versions of the GEMINI
code, are presented in Fig. 3. The 1+R distribution shows a big difference for
small values of vred, where the emitted fragments are expected to be closer
in space and in time, interacting via the Coulomb forces. The reduction of
the correlation function (“the Coulomb hole”) for small values of the reduced
velocity is not reproduced by the GEMINI code without time scales. This is
because all subsequent decays are independent, and the emitted fragments

vred(c)

1+
R

Fig. 3. Reduced velocity correlations for particles with 2 ≤ Z ≤ 6. Calculations
were performed with the GEMINI code with no time-scales (black circles) and with
time-scales calculated from decay widths (solid line).
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do not interact via Coulomb forces. The inclusion of dynamics, and con-
sequently, the Coulomb repulsion between close fragments can dramatically
change the behavior of observables based on fragment velocity distributions.

3. Experimental set-ups and procedures

Since many years the 4π multidetector systems were in wide use in heavy-
ions collisions study. In the past two decades a huge progress was made
in improving the detection efficiency, mainly by increasing the number of
detectors, and lowering the detection thresholds. Thus, e.g. while the AM-
PHORA [60] and DWARF BALL/WALL [61] systems, were consisting of
139 and 105 detectors, respectively, the INDRA [62] multidetector has 336
detectors. The most sophisticated multidetector array CHIMERA [63], used
for the studies of heavy-ion collisions at intermediate energies, has 1192 de-
tectors.

The development of 4π multidetector arrays was aimed not only at in-
creasing the detection granularity but much effort was also devoted to low-
ering the detection thresholds. The ionization chambers installed in the
INDRA multidetector have significantly lowered the detection thresholds,
especially for intermediate-mass fragments. Different solution was used in
the CHIMERA multidetector. Here, the time-of-flight (TOF) technique was
used to identify particles stopped in the Si element of the Si-CsI(Tl) tele-
scopes. Such a solution has drastically lowered the detection thresholds for
all particles.

Even the most sophisticated charged-particle multidetector will always
miss information about the emitted neutrons. This fact has a definite im-
pact on event reconstruction, and disallows to study correlations between
emitted neutrons and charged particles. This situation provided a motiva-
tion to simultaneous measuring of neutrons and charged particles in a 4π
configuration. The idea has been realized in the full scale by using the
Rochester RedBall [64] calorimeter together with the Dwarf Ball/Wall mul-
tidetector [5, 6]. The neutron detection has been later improved by con-
structing the Rochester SuperBall calorimeter [65]. This has increased the
detection efficiency from ε ≈ 0.5–0.6 for RedBall, to ε ≈ 0.82 for the Super-
Ball detector.

3.1. The charged-particle detector arrays

In the following chapters two 4π experimental set-ups are described:
(i) The AMPHORA multidetector used in the 40Ca+40Ca experiment at
35 MeV/nucleon; (ii) The DWARF BALL/WALL multidetector used in the
136Xe+209Bi experiments at 28, 40, and 62 MeV/nucleon, together with the
Rochester RedBall/SuperBall neutron calorimeters.
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3.1.1. The AMPHORA multidetector

The AMPHORA 4π system [60] was designed at ISN Grenoble for heavy-
ion collision studies. It consists of the BALL and the WALL parts, including
a total of 139 CsI(Tl) detectors. The WALL part consists of 48 hexag-
onal phoswitch detectors, with 200 µm thick plastic scintillator, optically
connected to CsI(Tl) crystals. The BALL part consists of 91 detectors:
(i) 15 phoswich detectors with 100 µm thick plastic scintillator at polar an-
gle Θc = 20◦, (ii) 30 ionization chambers [66] and CsI(Tl) crystals, placed
at Θc = 31◦ and Θc = 47◦, and (iii) 47 CsI(Tl) detectors placed in Θc range
between 67◦ and 148◦ (Θc refers to the center of the detector).

The implementation of ionization chambers, presenting an improvement,
as compared to standard AMPHORA configuration, resulted in lowering the
thresholds for intermediate-mass fragment detection from 5–7 MeV/nucleon
to about 1MeV/nucleon [66].

The particle identification was carried out using pulse-shape technique,
for phoswich detectors and CsI(Tl) crystals. The light charged particles
(Z ≤ 2) were identified with isotopic resolution. For heavier fragments
(3≤Z≤25), a good charge resolution was obtained. In the 40Ca+40Ca exper-
iment at 35MeV/nucleon, the energy calibration was made using calibration
beams of 4He, 12C, 16O, and 20Ne, for four different energies.

In order to minimize random coincidences (“pile-up” events), the low
beam intensity, together with no on-line multiplicity trigger, was used in the
40Ca+40Ca experiment. This allowed to acquire events over the large range
of impact parameters.

By using the on-line multiplicity trigger one “cuts-off” the very peripheral
collisions, in which the charged-particle emission is small. Note that for very
low excitation energies (very peripheral collisions), the fragment deexcita-
tion proceeds mainly via neutron emission. Therefore, the charged particles
detector arrays are missing substantial fraction of the reaction cross-section,
due to the insensitivity of the event trigger to neutrons.

3.1.2. The DWARF BALL/WALL multidetector array

The Dwarf BALL/WALL multidetector [61] was built at Washington
University in St. Louis. It consists of a Wall section with 40 CsI(Tl) plastic
scintillator phoswiches and of the Ball part with 65 CsI(Tl) plastic scintilla-
tor phoswiches — see Fig. 4. The Dwarf Wall is covering an angular range
from 4◦ to 32◦, and the Dwarf Ball the range from 32◦ to 168◦. At forward
angles the plastic scintillators have thicknesses varying from 60 to 175µm.
At angles larger than 40◦, the thickness of plastic scintillators is from 10 to
30µm. The front of the plastic scintillators is covered with a 150 µg/cm2

aluminized Mylar foil. The four most forward Dwarf Wall detectors are
additionally shielded with ≈ 200 mg/cm2 Pb absorbers.
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Fig. 4. The schematic view of the DWARF BALL/WALL 4π multidetector array.
The “Dwarf-Wall” part in the middle (high detectors granularity) is surrounded by
the “Dwarf-Ball”. The beam entry is in the back. The solid angle coverage is about
82% (4◦≤Θ≤168◦).

The Dwarf BALL/WALL multidetector system is operating using pulse-
shape discrimination technique. Three integration gates, one covering the
fast plastic scintillator pulse, and two covering the slow CsI(Tl) pulse, are
used for particle identification and energy calibration. A good isotopic light
charged particle (Z ≤ 2) identification can be obtained. The charge identi-
fication is very good for 3≤Z≤16, and still fairly good for 17≤Z≤40.

Because of the finite thickness of the fast plastic scintillator, the Dwarf
Ball/Wall array has a rather high detection thresholds for intermediate-
mass and heavy fragments, especially for the WALL section. The average
detection thresholds are shown in Fig. 5. The average efficiencies for the

Charge

E
(M

eV
)

Fig. 5. Average detection thresholds for DwarfWall (solid line) and DwarfBall (bro-
ken line) detector arrays.
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entire Dwarf BALL/WALL detector for light-charged particles (LCP) and
intermediate-mass fragments (IMF) detection are shown in Table I.

TABLE I

Average efficiency for LCP, and IMF(3 ≤ ZIMF ≤ 16) detection for 136Xe+209Bi
reactions at E/A = 28, 40 and 62 MeV, respectively.

SPECIES 28 MeV/nucleon 40 MeV/nucleon 62 MeV/nucleon

LCP 0.42 0.38 0.32
IMF 0.38 0.32 0.25

In the 136Xe+209Bi experiments, eight small-angle DwarfWall detectors
were removed and replaced by position-sensitive silicon-detectors for the
detection of projectile-like fragment. The latter were placed at very forward
angles, including the angular region close to the grazing angle (θ = 4.48◦,
3.90◦, and 2.91◦, for 28, 40, and 62MeV/nucleon reactions, respectively).
One of the DwarfBall detectors was removed to accommodate the target
mechanics. Additionally, in the 40 and 62MeV/nucleon experiments, four
of the Dwarf Ball phoswitch detectors were replaced by two Si–Si and two
Si–CsI detectors allowing mass resolution up to Z = 8.

The Dwarf BALL/WALL detectors were placed inside the hollow center
of RedBall/SuperBall neutron multiplicity meters. The latter have inher-
ently long dead times resulting from their principle of operation and, there-
fore, the combined RedBall/Superball and Dwarf BALL/WALL 4π detector
systems were used with low beam intensities (few hundred counts per second
maximum) ensuring low rate of event pile-ups.

3.1.3. Charged-particle detectors calibration

The charged-particle detector calibration is usually done in two steps:
(i) first, the particle identification is performed, (ii) then the energy cali-
bration is done using detector signals for identified particles. In order to
identify particles, at least two parameters are needed. These can be the raw
detector signals, e.g. signals from two elements of the telescope detector,
or detector signal and time-of-flight measurement signal. In this chapter we
present calibration methods for phoswich detectors, although these methods
can be adapted for calibrating other kinds of detectors.

The phoswich detectors are built from two scintillators of different time
constants — a fast-plastic transmission scintillator and a thick (“stop”) slow-
response CsI(Tl) crystal. The two scintillators are optically coupled with
each other and with a photomultipler tube to allow the latter to collect
efficiently light from both of them. The operating principles for phoswich
detectors are presented in Fig. 6.
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Fig. 6. The shape of a typical signal from a phoswich detector and the definition
of the integration gates for “fast”, “slow” and “tail” components of the light output
signal [67].

The negative electronic pulses representing the detector responses to
impinging particles are routed in parallel to three charge-integrating analog-
to-digital converters, QDCs, set to integrate the charge within three different
time-windows or slices. Fig. 6 indicates also the operational definition of
the three QDC gating signals – “fast”, “slow”, and “tail”. The gates are
set so as to optimize separation of the three physical components of the
composite light output signal from the fast-plastic and CsI(Tl) scintillators.
The partial charge of the photomultiplier signal integrated within the “fast”
gate represents dominantly the “fast” component contributed by the fast-
plastic scintillator, while the partial charges integrated within the “slow”
and “tail” gates are dominated by contributions by the “slow” and “tail”
components in the CsI(Tl) light output, respectively.
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It is clear from Fig. 6 that no choice of gating signals can provide for an
ideal separation of the physical components of the composite signal, as these
components overlap in time to a significant degree. For example, “fast” signal
represents not only the energy lost by the particle in the fast plastic, but
contains also a significant contribution from the light output generated in
the CsI(Tl) crystal. Similarly, “slow” signal is contributed by light associated
with energy deposited by the particle in the fast plastic scintillator, albeit
to a lesser extent. Conversely, “tail” signal is contributed by the “slow”
component of the composite signal.

The standard particle identification method used in charged particle de-
tectors is based on constructing contour gates encompassing individual ob-
served “ridges”. Here we propose using identification functions, instead. In
case of phoswich detectors, two families of functions were constructed [67],
expressing the strength of the “fast” signal, F , as a function of the strength
of the “slow” signal, S:

F = f(Z,S) , (3.1)

where Z is the particle atomic number.
By expressing the identification curves as a function of particle charge,

one obtains a parameterization which can be extrapolated to higher charges.
This makes it possible to identify, albeit less reliably, especially for particles
which are produced with low statistics. In fact, as it was shown in Ref. [67],
the extrapolation of identification fit made for 3≤Z≤16, gave a good charge
identification up to Z = 35. The possibility of an extrapolation of particle
identification is also important for the calibration of backward detectors,
where because of the reaction kinematics, the statistics is usually small,
especially for heavier fragments.

The formula (3.1) represents a specific case, which can be generalized for
any type of telescope detector:

∆E = f(Z,E) , (3.2)

where ∆E and E denote the signals in transmission, and stop detector el-
ements, respectively. In the case of Si–Si or Si–CsI detectors, the identifi-
cation functions are much simpler, because there is no signal mixing in this
case.

The standard energy calibration procedure is based on reference energy
obtained during measurement of elastic scattering of different heavy-ions
beams [68]. For calibration of the CsI(Tl) crystals, one uses the relation
between the deposited energy and the light output, with the latter approxi-
mated by the “slow” signal, S [67, 68]:

Ecsi = acsiwcsiS + Z bcsi ln(1 + ccsiwcsiS) , (3.3)
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where wcsi is an overall light attenuation factor, and acsi, bcsi, and ccsi are
known coefficients [68]:

acsi = 0.1772 , bcsi = 16.46 , ccsi = 0.005213 . (3.4)

This method cannot be used for backward detectors, where the elastic
scattering is not seen. Here we propose a new method, based entirely on
relationship between the “fast” and “slow” signals [67]. The light output
signals from plastic scintillator and CsI(Tl) crystals overlap, as mentioned
earlier.

Because of the light output overlap, the observed intensities of the “fast”
(F ) and “slow” (S) parts of the composite detector response signal are related
to the two physical (true) light output components, F r and Sr, via the linear
transformations,

F = F r +QS
mixS

r , (3.5)

and
S = Sr +QF

mixF
r . (3.6)

Here, QS
mix and QF

mix are the respective light output overlap constants.
The relation between the deposited energy and the light output for

CsI(Tl) crystals (“slow” signal) is given by Eq. (3.3). It is reasonable to
assume [67], that a similar relationship will be valid for plastic scintillators
(“fast” signal), with parameters specific to the material (here: polyvinyl-
toluene):

Epl = aplwplF + bpl(Z) ln(1 + cplwplF ) , (3.7)

where the quantity wpl is a gain factor valid for a specific detector, while the
parameters apl, bpl, and cpl describe the relationship between energy deposit
and light output for polyvinyltoluene.

The new calibration method is based on simultaneous fit of functions
describing the dependence between the light output and energy, in CsI(TL)
crystals Eq. (3.3) and plastic scintillators Eq. (3.7), to observed signal yields,
taking into account the signal mixing described by Eq. (3.5) and (3.6). The
fitting routines are using, in principle, ten parameters: acsi, bcsi, ccsi, wcsi,
apl, bpl, cpl, wpl, QS

mix, and QF
mix. However, as it was shown in Ref. [67], using

specific relationships between the fit parameters, the fit can be reduced to
simultaneous fit of only four parameters.

The presented above method can be used for calibration of other types
of detectors. The case of phoswich detectors is the most complicated one
because of the signal mixing. In the Si–Si or Si–CsI telescopes the signals
are independent. Moreover, the dependence between the electronic pulses
and the deposited energy is almost linear for silicon detectors. This makes
the fitting procedure much more simple.
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3.2. The neutron multiplicity detectors

The neutron multiplicity calorimeters are working using the moderation
and subsequent diffusion and capture of incoming neutrons. The neutrons
are moderated in the liquid scintillator mainly by many-step neutron-proton
and neutron-carbon elastic scattering. After moderation, the neutrons dif-
fuse through the scintillator and are captured by Gd component of the doped
scintillator [69]. The Gd isotopes have a very high cross-section (≈ 103 b)
for thermal-neutron capture. Simulation performed for ND-309 liquid scin-
tillator with Gd concentration of 0.2% by weight has resulted in neutron
capture time distribution extending for over 120 µs, showing the time-scale
of the diffusion process [65].

After the moderation and diffusion, the neutrons are captured by the
Gd nuclei, what is followed by a cascade of γ-rays. The cascade consists
mainly of two or three γ-rays with a total energy of approximately 8.5MeV.
The γ cascade produce a scintillation light which is detected by fast photo-
multipliers.

The essential role in neutron multiplicity calorimeters is played by the
electronics, which handle the photomultiplier signals and record the capture
times. During the heavy-ion reaction, a large number of emitted neutrons is
simultaneously entering the Gd doped scintillator. Because of the statistical
diffusion process the capture times of individual members of the neutron en-
semble are, on average, well separated in time. This allows the corresponding
light flashes to be counted independently. However, because the members
of the same γ cascade can be counted by different multipliers a recording of
captures times is necessary to reject multiply counting of the same capture
event.

Fig. 7. A perspective view of the SuperBall neutron multiplicity meter in operating
configuration [65].
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One of practical realizations of the 4π neutron multiplicity calorimeter
was the Rochester University 900 liter RedBall [64]. It was used together
with the Dwarf BALL/WALL multidetector [61] in the 136Xe+209Bi experi-
ment at 28 MeV/nucleon [5,6]. This relatively small single-element neutron
detector allowed one to detect neutrons with efficiency ε ≈ 0.5–0.6. Because
of the heavy-ion reactions kinematics, most of the neutron emission, having
high neutron energies are focused at forward angles. This feature has in-
spired construction of a segmented neutron multiplicity meter, with thicker
forward scintillation layer. This has increased the detection efficiency to
ε ≈ 0.82 for the new SuperBall detector [65]. The view of the 5-segment,
16000 liter, Rochester SuperBall neutron calorimeter is presented in Fig. 7.

The general characteristic of SuperBall neutron calorimeter is presented
in Fig. 8, where the detection efficiency is shown as a function of neutron
energy.

As one can see in Fig. 8, the detection efficiency drops down systemat-
ically for neutron energies greater than 10MeV. It falls almost to zero for
energies greater than 100MeV, as the detector thickness is too small to al-
low for an efficient thermalization of fast neutrons and capture. In the real
experiment, the neutron energy has a distribution dependent on the bom-
barding energy. Table II shows the average detection efficiency in the 136Xe
+ 209Bi reaction at E/A = 28MeV (RedBall), and 40 and 62MeV (Super-
Ball). Because the RedBall detector was much smaller than the SuperBall,
to detection efficiency is only 0.52 for 28MeV case.

During the 136Xe+209Bi experiment, the SuperBall was operating using
128 µs long counting gate. During this period capture times were recorded
by the SuperBall Event Handler (SBEH) electronics for all five SuperBall

Fig. 8. SuperBall average efficiency of detecting a single neutron with energy En.
DENIS simulation.
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TABLE II

Average efficiency for neutron detection for 136Xe+209Bi reactions at E/A = 28,
40 and 62 MeV, respectively. DENIS simulation.

Energy 28 MeV/nucleon 40 MeV/nucleon 62 MeV/nucleon

Detector RedBall SuperBall SuperBall
Efficiency 0.52 0.65 0.57

segments separately. The counting gate was triggered by a signal from the
DWARF BALL/WALL detector, or by the prompt light output produced
by neutrons and gamma rays entering the liquid scintillator. Because of the
very efficient and sophisticated electronics, it was possible to monitor and
eliminate the “cross-talk” between the different SuperBall segments in the
“on-line” capture times analysis. The further “off-line” analysis has resulted
in a strong reduction of the background and random counts.

Because of the long thermalization times and, hence, a need for a long
counting gates, the beam intensity had to be kept low (few hundred counts
per second maximum) to avoid event pile-ups.

4. Reaction characteristics in the Fermi energy domain

The proper reaction characteristics is based on identification of particle
emission sources. This gives an opportunity to describe the properties of
primary fragments created in the early collision stage, and consequently the
reaction mechanism. In the experimental reality, one observes not primary,
but secondary reaction products. The final (secondary) fragment distribu-
tions usually represent an overlap of emission from different sources. The
overlap complicates the data interpretation, especially in the case when dif-
ferent fragment emission mechanisms are involved. In heavy-ion collisions
at intermediate energies, one observes an overlap of statistical emission from
the PLF and TLF sources, with dynamical emission from the intermediate-
velocity source (IVS) [5, 6].

4.1. Dissipative orbiting

The study of correlations between energies and deflection angles of the
projectile-like fragments [71] has played a crucial role in gaining an under-
standing of heavy-ion reaction dynamics both, at low bombarding energies of
a few MeV/nucleon above the interaction barrier [2], and at lower boundary
of the Fermi-energy [72]. It has been shown [72] that, for this latter energy
domain (28 MeV/nucleon) the reaction cross-section is still dominated by
dissipative binary reactions involving well defined projectile- and target-like
fragments, similar to what is observed at low bombarding energies [2].
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Projectile-like fragments emitted in the 136Xe+209Bi reactions at E/A =
28, 40, and 62 MeV, were detected using silicon detector telescopes placed at
very forward angles, including the angular region around the grazing angle.
In the 28 and 62 MeV/nucleon studies, the PLF telescopes were position
sensitive, allowing for an accurate measurement of the PLF emission angle.

The observed “deflection-function plots” of the fragment yield as a func-
tion of the energy and the emission angle of PLFs are displayed in Fig. 9
for bombarding energies of E/A = 28 and 62MeV. Fig. 9 presents also sev-
eral characteristic system trajectories representing elastic (1), grazing (2),
moderately damped (3), and negative-angle, orbiting-like (4) collisions. The
segments of the deflection-function plots corresponding to these four classes
of trajectories are labeled 1 through 4. As seen in Fig. 9, sections of the yield
ridges associated with elastic scattering connect regions labeled 1 and 2. For
midperipheral collisions, the two colliding heavy ions form a transient dinu-
clear system and orbit about each other for a fraction of a revolution while
dissipating some of their relative kinetic energy. This process is reflected
in segments 2–3 and 3–4 of the yield ridges. For the segment connecting
areas 2 and 3, the PLF deflection angle is seen to decrease with increasing
energy dissipation, reflecting the fact that both, the energy dissipation and
the deflection angle are functions of the impact parameter and that with de-
creasing impact parameter, the former increases while the latter decreases.

28 MeV/nucleon
 Xe+Bi

1 2

3 4

62 MeV/nucleon

1 2

3
4

ΘPLF (DEG)

E
pl

f /
 E

be
am

Fig. 9. Comparison of logarithmic contour plots of the PLF yield in a “deflection-
function” representation with the results of model calculations (lines), using the
stochastic nucleon exchange model CLAT and the equilibrium-statistical decay
model GEMINI.
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For the segment connecting regions 3 and 4, on the other hand, the deflec-
tion angle is seen to increase with increasing energy dissipation and, hence,
decreasing impact parameter. This could be simply a result of the experi-
ment being unable to distinguish negative-angle deflection (as in the case of
the class-4 trajectories) from that due to positive angles. It is worth noting
that there is no conceptual difference between dissipative orbiting leading to
either positive or negative deflection angles, the angle of zero degrees playing
no special role.

It appears from Fig. 9 that the general collision scenario atE/A =
62MeV is similar to dissipative orbiting followed subsequently by the statis-
tical decay of the primary PLF and TLF fragments, as has been found at
lower bombarding energies. Like for lower bombarding energies, most of the
reaction cross-section at E/A = 62 MeV is associated with binary collisions.
Here the term “binary” refers to the primary collision phenomenology and
not to the number of reaction products finally observed in a measurement.
In view of these observations one is led to conclude that a transition of
the reaction mechanism to a potential high-energy scenario dominated by
two-body interactions and two-body dissipation must occur at bombarding
energies higher than E/A = 62MeV.

The comparison shown in Fig. 9 between data and simulations based
on the stochastic nucleon exchange model code CLAT [75]1 combined with
the statistical deexcitation model code GEMINI [45] indicates consistency of
data with such a theoretical scenario. As seen in this figure, the stochastic
nucleon exchange model explains qualitatively the general “topography” of
the yield ridges. The model fails, however, to describe quantitatively the
lower ridge of the observed pattern. This discrepancy could be due to the
fact that only one-body dissipation is included in the CLAT model. Possibly,
for high degrees of energy dissipation (midcentral or central collisions) two-
body dissipation could also play an important role. These features may also
indicate a different reaction mechanism operating in the more violent nuclear
collisions invalidating basic assumptions of the simulation, where a binary
dissipative first reaction stage is well separated in time from the subsequent
statistical decay of primary PLFs and TLFs.

4.2. PLF fragmentation — sequential or prompt multifragmentation?

The PLF yield shows a character of predominantly binary dissipative
collisions followed by the statistical decay of the primary PLF, as demon-
strated in the analysis of the 136Xe+209Bi reaction at bombarding energies
of E/A = 28, 40, and 62 MeV. However, the likely statistical decay scenario
does not exclude all prompt decay alternatives. Analysis of correlations

1 CLAT presents an approximation of Randrup NEM model [29,30].
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between fragments originating in PLF fragmentation (see Eq. (2.27)) can
contribute to a further distinction between binary/sequential and prompt
decay scenarios.

The observable differences between the prompt and sequential decay are
mainly consequences of the different characteristic time scales for these pro-
cesses. Prompt (simultaneous) break-up occurs within times of the order of
10 fm/c after initial excitation, while the chain of binary sequential decays
lasts from 10 to 105 fm/c, depending on the amount of excitation energy.
Furthermore, a longer time elapsed between successive binary decays leads
to a larger spatial separation and, consequently, to a weaker Coulomb repul-
sion.

In order to analyze the decay scenarios one first has to identify and
select properly the decaying nuclear system, the “source”. In the following,
experimental data for PLFs will be used, as obtained from a 40Ca+40Ca
experiment at 35 MeV/nucleon. The PLF is a natural candidate for an
experimental investigation of prevailing decay scenarios since, for a given
reaction, one can scan a wide range of possible PLF excitation energies,
e.g., by impact parameter event selection.

At relatively high bombarding energies the selection of events corre-
sponding to the PLF fragmentation is aided by reaction kinematics. Parti-
cles originating from the PLF fragmentation are focused in a forward angular
region and have energies that are mostly well above the detection thresholds.
For a PLF study the “well measured” events, i.e., events where most of the
emitted particles have been detected, are characterized also by high total
longitudinal momentum (parallel to the beam): P|| > 8GeV/c (about 80%
of the projectile momentum).

Before analyzing the fragment correlations the primary PLF has to be
reconstructed. Here, the PLF reconstruction is based on an event-by-event
routine which uses detected IMFs for reconstructing the velocity vector of
the center of mass of the primary PLF [73]. In order to avoid influences
from other decay sources (TLF, IVS), only the IMF fragments with velocity
larger than the reaction CM velocity are accepted.

The procedure used to reconstruct the primary PLF is applied in a sym-
metric fashion to the primary simulation data, using the software emulator
(“filter”) of the experimental set-up. Here, for the 40Ca+40Ca reaction mod-
eling we are using the nucleon exchange random-walk model [32]. The decays
of excited PLF and TLF are simulated with the prompt multifragmenta-
tion model MULFRA [56] or, alternatively, by the dynamical version of the
GEMINI code [59], which was used as partition generator in the MULFRA
model.
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Fig. 10 presents results of the PLF reconstruction procedure for both,
experimental and simulation data. The events were selected with conditions
for total multiplicity: Mtot≥5, IMF multiplicity: MIMF≥2, and the total
parallel momentum: P|| > 8GeV/c. As one can see, the reconstructed PLF
charge (Z) distribution has a mean value around 20 and is quite broad.
A broad distribution was also obtained for the PLF excitation energies. As
one can see in Fig. 10, the excitation energy distribution has a maximum
around 3.5MeV/nucleon and decreases for smaller and larger values of the
excitation energy per nucleon. This is the result of sorting criterion used for
the event selection, mainly of the condition that at least two coincident IMFs
be emitted in an event. This criterion was applied in order to study IMF-
IMF velocity correlations. The fact that the excitation energy distribution
extends beyond 10MeV/nucleon should not be taken at face value. The high-
energy tails represent mainly resolution effects originating in uncertainties
of the reconstruction procedure caused by incomplete event detection and
the related errors in the determination of the reaction Q value.

Fig. 10. The reconstructed PLF charge and excitation energy per nucleon distribu-
tions. Black dots — experimental data, solid line — prompt multifragmentation
simulation, broken line — sequential decay simulation.

The IMF-IMF reduced velocity correlation functions (see Eq. (2.28))
measured for 3 ≤ Z ≤ 8, and the corresponding particle charge spectra are
shown in Fig. 11 for different bins in primary PLF excitation energy. The
reduction of the correlation function (“Coulomb hole”) seen at small values of
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vred clearly broadens for higher PLF excitation energies. It is a consequence
of closer space-time proximity between the emitted IMFs. The sequential
binary scenario explains the experimental data at low excitations, below
3MeV/nucleon only. At higher excitations one has to use a correlation
function calculated according to the prompt scenario [74].

As seen from Fig. 11 (right column), good agreement is obtained between
measured Z distributions and model predictions, for both sequential and
prompt reaction scenarios and for all excitation energy bins.

Fig. 11. Reduced velocity correlations for IMFs (3≤Z≤8) emitted from PLF (left
panel), and corresponding reaction charge spectra (right panel), for different bins
of reconstructed PLF excitation. Black dots — experimental data, solid line —
prompt multifragmentation simulation, broken line — sequential decay simulation.

4.3. Particle emission characteristics

The correlations between emitted particles are essential to consider in
a study of reaction mechanisms. In spite of many experimental efforts they
have generally not been fully explored. This lack is due to the difficulty
of simultaneous measurements of charged particles and neutrons in exper-
iments using 4π detectors for charged particles. This difficulty has been
overcome only in very few cases, where neutron calorimeters were combined
with 4π charged-particle arrays. The present study therefore concentrates
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on the available examples of experiments in which correlations between neu-
trons and charged particles have been measured, such as for the 136Xe+209Bi
reaction at three bombarding energies of E/A = 28, 40, and 62 MeV [76].

The setups of two separate experiments studying the 136Xe+209Bi system
included each a 4π detector system: (i) the Washington University charged-
particle detector array; Dwarf Ball/Wall [61], (ii) the University of Rochester
RedBall neutron calorimeter [64] for the 28MeV/nucleon study, and the
SuperBall neutron multiplicity meter [65] for the 40 and 62MeV/nucleon
studies.

The main features of particle emission are well represented by the joint
distribution of neutron and light-charged particle (LCP) multiplicities, shown
in Fig. 12. The contour plot of yield versus neutron and LCP multiplicity
shown in this figure is valid for the 62MeV/nucleon data. It exhibits a char-
acteristically non-linear profile for the ridge of probability. Average ridge
profiles are included as solid and open dots, for 28, 40, and 62 MeV/nucleon,
respectively. Open stars illustrate theoretical model predictions based on
a production mechanism for the primary fragments as described by the clas-
sical dynamical code CLAT [75] discussed previously. The subsequent decay
of the excited primary fragments was simulated according to the equilibrium-
statistical decay model as implemented in the code GEMINI [45].

Xe+Bi

62 MeV/nucleon

28 MeV/nucleon

40 MeV/nucleon

62 MeV/nucleon

CLAT+GEMINI

m
n

mLCP

Fig. 12. Logarithmic contour plot of the joint multiplicity distribution plotted
versus multiplicity of neutrons (mn) and light-charged particle multiplicity (mLCP)
for 136Xe+209Bi reaction at E/A = 62 MeV. Symbols represents centroids of slices
of the distributions for 28, 40, and 62 MeV/nucleon. Also included are predictions
by model calculations for 62 MeV/nucleon (stars). All distributions were corrected
for detection efficiency. See Table I and Table II.
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The joint multiplicity distribution shown in Fig. 12 provides a important
information about the evolution of the reaction with decreasing impact pa-
rameter (increasing excitation energy). Its characteristic shape reflects basic
features expected for statistical particle emission. Thus, for very peripheral
collisions associated with low primary fragment excitations one observes only
neutron emission, the ridge segment parallel to the mn axis (0 ≤ mn ≤ 28)
in Fig. 12. Since neutrons do not have to overcome a Coulomb barrier, they
are emitted even at very low excitation energies. On the other hand, light-
charged particle emission sets in when the excitation energy is high enough
to let charged-particles to pass the barrier (Gamov factor). Then, one ob-
serves a non-trivial competition between neutron and LCP emission, which
leads to the characteristic bend in the joint multiplicity pattern in Fig. 12.

As one can see from Fig. 12, the theoretical model calculations represent
the experimental data quite well. This agreement indicates that the subset of
experimental observations included in this figure is consistent with a scenario
of predominantly binary dissipative collisions followed by statistical decay
of the primary PLF and TLF. However, one notices that the evaporation
stage has a dominant influence on the shape of the FINAL experimental
fragment distributions. Therefore, the above agreement does not exclude
other reaction modes such as the participant-spectator model [77].

The profiles of joint multiplicities of neutron and LCPs shown in Fig. 12,
exhibit nearly an invariance with respect to bombarding energy, starting
with the same offset for LCP emission. Such invariance is an indication
of thermal scaling. It can be understood in terms of thermal (statistical)
emission from equilibrated PLF and TLF sources [78].

The increase of neutron and LCP emission with excitation energy is well
illustrated in Fig. 13, where the correlation between the joint multiplicity
distribution and the associated total excitation energy per nucleon is shown
for combined “CLAT+GEMINI” calculations (middle panel). The results of
model calculations were “filtered” by emulating numerically the response of
the Dwarf Ball/Wall and the RedBall and SuperBall 4π detector systems to
the impinging flux of reaction products. The systematic increase of neutron
and LCP emission with system excitation energy exhibits similar distinct
correlation pattern for all bombarding energies, supporting thermal scaling
hypothesis. As it is shown in the bottom panel of Fig. 13, the system excita-
tion energy is strongly correlated with impact parameter (bmax corresponds
to grazing angle, defining maximum reaction cross-section). This gives an
opportunity to use the joint multiplicity distribution for different impact pa-
rameter (excitation energy) regions selection — see the top panel of Fig. 13.
In the presented paper four collision regions were selected: (i) peripheral
collisions, (ii) midperipheral collisions, (iii) midcentral collisions, and (iv)
central collisions.
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Fig. 13. Logarithmic contour plot of the joint multiplicity distribution (top panel),
the associated average total excitation energy per nucleon (middle panel), and the
corresponding average impact parameter (bottom panel), for 136Xe+209Bi reactions
at E/A = 28, 40, and 62 MeV, as predicted by combined “CLAT+GEMINI” models.
The model calculations were “filtered” using an experimental set-up emulator.

The correlation between neutrons and LCPs provides information mainly
about the hot fragments deexcitation phase, since most of them comes from
evaporation from excited fragments. Therefore, an important extension of
fragments correlation study can be made by plotting triple correlation be-
tween neutrons LCPs and IMFs. An example of such a correlation is pre-
sented in Fig. 14, where the average atomic number of IMFs, 〈ZIMF〉, is
presented in a contour diagram plotted versus neutron and LCP multiplici-
ties.

As seen in Fig. 14, the 〈ZIMF〉 increases noticeably and systematically
toward higher neutron and LCP multiplicities as the excitation energy in-
creases. Assuming thermal emission, one would expect increase of IMF
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Fig. 14. Experimental logarithmic contour plots of average atomic number of IMFs,
〈ZIMF〉, as a function of associated neutron and LCP multiplicities as observed in
136Xe+209Bi reactions at E/A = 28, 40 and 62 MeV, respectively. Neutron and
LCP distributions were corrected for detection efficiency. See Table I and Table II.

emission with excitation energy.Also, one would expect smaller sizes of IMFs
when more LCPs are emitted, according to Z conservation. However, the
observed shift of equi-〈ZIMF〉 lines is opposite to what is expected. This
fact can be explained assuming a prevalence of dynamical IMF emission
compared to statistical evaporation. In the dynamical emission one expects
a correlation between IMF charge distribution and the size of the overlap
(interaction) zone, produced in course of the collision between the projectile
and target nuclei. In such a scenario, it is natural to expect a positive cor-
relation of IMF sizes with size of the interaction zone. Further, for similar
sizes of the overlap zones (equal 〈ZIMF〉 in the hypothesis under considera-
tion), the degree of achieved energy damping would increase with increased
bombarding energy. This would give a rise to more neutrons and LCPs
emission at higher bombarding energy for a fixed 〈ZIMF〉. As one can see,
the latter effect is consistent with experimental patterns in Fig. 14. On the
other hand, for higher bombarding energies, a smaller overlap region leads to
the same excitation energy of PLF and TLF. Therefore, one observes a shift
of equi-〈ZIMF〉 lines toward higher excitation energies (higher neutron and
LCP multiplicities).
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The consistency of observed correlations has been compared with pre-
dictions of different theoretical models. Thus classical calculations with the
dynamical code CLAT [75] were performed using either the equilibrium-
statistical decay code GEMINI [45] or the (pseudo-microcanonical) statisti-
cal multifragmentation code SMM [52]. Note that modeling of a complete
scenario always requires successive application of interaction phase models,
followed by the statistical modeling of the decay of the products emerging
from the interaction phase. Such calculations are, of course, based on as-
sumption of statistical character of reaction scenarios and do not include
dynamical fragment emission. Therefore, additional calculations with QMD
CHIMERA code [24] were performed. In the present version the CHIMERA
code includes an isospin dependence of the nuclear interactions. Calcula-
tions were made for a soft EOS (K ≈ 200MeV) and a symmetry energy
strength coefficient corresponding to an ASY-STIFF EOS (C = 31.4MeV).
Typically, calculations with the CHIMERA code were performed for times
from t = 0 up to t = 300 fm/c.

When modeling the sequential decay of primary products, a dynami-
cally enhanced version of the GEMINI code [59] was used that incorporates
a mutual Coulomb interaction of all emitted particles and the corresponding
heavy evaporation residue. In such a modeling, excited primary fragments
were allowed to decay in flight with proper time constants, with trajectories
of all products being calculated by solving numerically a set of respective
equations of motion.

Results of attempts to reproduce the observed correlations by three reac-
tion scenarios are illustrated in Fig. 15, were the experimental data (panels
in top row) are followed by three pairs of contour plots for the bombarding
energies E/A = 28 (left column) and 40MeV (right column).

As seen in the panels in the second row, the combined “CLAT+GEMINI”
results only faintly resemble the experimental trends, consistent with the role
of the dynamical component in the IMF yield. This is also not surprising in
view of the fact that very few IMFs are expected within the framework of
either of the two sub-models.

The third row illustrates the gross failure of the simultaneous multifrag-
mentation model SMM [52] to account for a prominent experimental correla-
tion pattern. Based on an argument presented above regarding a dynamical
IMF component, one would not expect a good agreement with experiment in
this case, either. However, the predicted correlations for the “CLAT+SMM”
scenario are to a good extent even orthogonal to those actually observed.
This may be taken as indication of a very small role of simultaneous breakup
for IMF emission, as compared to the total IMF production cross-section.



1736 W. Gawlikowicz

EXPERIMENT

Xe+Bi
28 MeV/nucleon 40 MeV/nucleon

EXPERIMENT

CLAT+GEMINI CLAT+GEMINI

CLAT+SMM CLAT+SMM

m
n

< 
Z

IM
F
 >

QMD+GEMINI QMD+GEMINI

mLCP

Fig. 15. Logarithmic contour plots of the average atomic number of IMFs, 〈ZIMF〉,
versus associated neutron and LCP multiplicities, as observed in 136Xe+209Bi re-
actions at E/A = 28, and 40 MeV. The model calculations were “filtered” using an
experimental set-up emulator.

Support for above statement comes from the results of calculations (bot-
tom panels), using the QMD code CHIMERA [24] for modeling the primary
reaction stage, followed by decay simulations performed with the dynamical
version of the code GEMINI [59]. Even though the CHIMERA scenario pre-
dicts too much neutron emission as compared with the LCP yield, it may
still be responsible for IMF production in a limited range of impact param-
eters. This is possible in view of a strong indication that the IMFs, unlike
neutrons and LCPs are produced here in dominantly dynamical primary
processes, expected to be comparatively well described by a QMD type of
code. Indeed, as seen in the bottom panel, CHIMERA is capable to correctly
render the trends observed experimentally and, most notably, the increase
of average IMF size with increasing neutron and LCP multiplicities.
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4.4. Sources of particle emission

The general characteristics of particle emission presented in the previ-
ous chapter does not involve selection of particle emission sources. In order
to characterize the decay scenarios the emission source have to be properly
selected. A common technique of identifying sources of particles emitted in
low- and intermediate-energy heavy-ion reactions involves measurement of
particle velocities and the subsequent construction of Galilei-invariant dis-
tributions of these velocities. Such distributions are conveniently visualized
in the form of contour plots of the invariant (renormalized) cross-section in
a coordinate system of the velocity components parallel and perpendicular
to the beam axis.

The Galilei-invariant velocity plots for 40Ca+40Ca reaction at 35 MeV
per nucleon are shown in Fig. 16, for three different bins of impact parameter
[79]. Here, as an impact parameter selector the second moment of charge
distribution was used — for definition see Ref. [79].

As can be seen in Fig. 16, there are three sources of emitted IMFs.
The IMFs emitted in the forward and backward directions, in center of
mass system, are corresponding to emission from excited PLF and TLF.
The source located close to the center of mass velocity, clearly visible in the
bottom panel, corresponds to the intermediate-velocity source (IVS). A small
forward shift of the IVS maximum is related to experimental thresholds
which are smaller in forward direction (center of mass to laboratory system
transformation effect).

Fig. 16. Logarithmic contour plots of Galilei-invariant velocity distributions
(β = v/c) of intermediate-mass fragments for different reaction (impact param-
eter) regions for the 40Ca+40Ca reaction at 35 MeV/nucleon. Events selection:
MIMF = 3. Solid and dotted lines indicate energy thresholds for Z = 5, with and
without ionization chambers, respectively [79].
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An important observation seen in the evolution of emission sources with
the impact parameter is the systematic increase of the IVS emission with
increasing collision centrality (decrease of impact parameter). While for
peripheral collisions, the emission from excited PLF and TLF prevails over
the IVS emission, for central collisions, most of the IMF emission originates
from the IVS.

The identification of emission sources is strongly dependent on the de-
tection thresholds. This fact is well illustrated in Fig. 16, where the broken
line shows detection threshold for Z = 5 in the standard AMPHORA set-up,
without ionization chambers. As one can see, without ionization chambers
the IMFs emitted from the TLF source located at negative velocities could
not be observed.

In the case of 40Ca+40Ca reaction there is also a possibility of composite
system (CS) forming, even at intermediate bombarding energies. Although
at bombarding energy 35MeV/nucleon such a probability is very small, it
should be taken into account since the CS decay characteristics is similar
to that of IVS. In both cases, the emission originates in the center of mass
of colliding ions. This fact is illustrated in Fig. 17, where the distributions

Fig. 17. Distributions of fragments velocity projected on a direction parallel to the
beam axis (vz), for (a) light particles, and (b) intermediate mass fragments, for the
40Ca+40Ca reaction at 35 MeV/nucleon. Black dots: experimental data. Black
line: model prediction for total emission. Model predictions for sources: red, blue,
and green lines, for model predictions of IVS, PLF, and TLF emission respectively.
Violet line: CS contribution. Event selection: P|| > 8 GeV/c, and MIMF≥1 [80].
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of fragments velocity projected on a direction parallel to the beam axis,
(vz), are presented for different emission sources [80]. The model calcula-
tions were performed with the Sosin stochastic two-stage reaction model [36].
Here, events with total parallel momentum of P|| > 8 GeV/c and an IMF
multiplicity of MIMF≥1 are accepted as “well-measured” events.

TABLE III

Relative intensities of ejectiles emitted from the PLF, TLF, IVS, and CS sources,
predicted by the Sosin model [80], and seen by the AMPHORA system (after
experimental set-up emulator). Event selection: P|| > 8 GeV/c, and MIMF≥1.

SPECIES PLF TLF IVS CS

protons 0.443 0.383 0.136 0.038
deuterons 0.373 0.345 0.237 0.045
tritons 0.352 0.345 0.255 0.048
3He 0.390 0.381 0.177 0.052
4He 0.435 0.409 0.134 0.022
carbons 0.644 0.249 0.087 0.019

As can be seen in Fig. 17 the CS component is much weaker than that for
IVS — see also Table III. Comparing the widths of the velocity distributions,
one can find that the IVS components widths are much broader than those of
the CS. This fact is a consequence of different emission mechanisms. The CS
decays via the statistical emission as the PLF or TLF, while the fragments
originating from IVS are produced dynamically in the projectile and target
overlap region. The dynamical emission is not only a feature of IMFs. As
one can see from Fig. 17 and Table III, also light clusters, i.e. deuterons,
tritons, 3He, and α-particles are to certain extend produced dynamically.

The 40Ca+40Ca system is relatively light. The features of IMF emission
can be more clearly observed in collisions of heavier systems, where more
IMFs are produced. It is especially important in experiments with such sys-
tems as AMPHORA or Dwarf Ball/Wall that have relatively high detection
thresholds. Additionally, for systems in which the sum of atomic numbers
of projectile and target is greater than that of uranium, the composite sys-
tem can not be formed in the intermediate bombarding energy range. This
avoids ambiguities due to mixing of composite system and IVS components.

These observations provided motivation for a series of experiments on the
136Xe+209Bi system. The characteristics of particle emission sources with
dependence on collision centrality are shown in Fig. 18, for three different
bombarding energies: 28, 40, and 62MeV/nucleon. Here, as impact param-
eter selector the joint neutrons and LCPs multiplicity distribution was used
— see Fig. 13.
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In the “landscapes” of the plots shown in Figs. 18, three distinct com-
ponents can be attributed to three emitting effective sources. As seen for
peripheral and mid-peripheral collisions there are mainly two sources of emit-
ted particles discernible. They can be identified with fully accelerated PLF
and TLF. This picture is largely the same as observed for low energy colli-
sions [2]. The source characteristics change gradually with increasing exci-
tation energy (decreasing of impact parameter). As seen in Fig. 18, a third
source of emitted particles with a velocity intermediate between the PLF and
TLF velocities first appears and then becomes more and more pronounced,
as the associated excitation energy increases. This intermediate-velocity
source (IVS) is especially prominent at E/A = 40 and 62 MeV. For high
bombarding energies, the high relative TLF–PLF velocity allows for a good
separation of sources of emitted fragments. An increase in the IMF produc-
tion rate in the IVS region is seen also for E/A = 28 MeV. However, due to
the smaller PLF–TLF relative velocity, one observes large overlap of IMF

Xe+Bi
IMFs

28MeV/nucleon
PERIPHERAL

40MeV/nucleon
PERIPHERAL

62MeV/nucleon
PERIPHERAL

MIDPERIPHERAL MIDPERIPHERAL MIDPERIPHERAL

MIDCENTRAL MIDCENTRAL MIDCENTRAL

CENTRAL CENTRAL CENTRAL

V
T
(c

)

V||(c)

Fig. 18. Logarithmic contour plots of Galilei-invariant velocity distributions of
intermediate-mass fragments, different reaction (impact parameter) regions.
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emission patterns associated with PLF, TLF and IVS. It is worth noticing
that even for peripheral collision one still observes a non-negligible rate of
IMF emission.

Xe+Bi
40 MeV/nucleon IMF

PLF

IVS

TLF

62 MeV/nucleon

V||(c)

V
T
(c

)

PERIPHERAL PERIPHERAL

MIDPERIPHERAL MIDPERIPHERAL

P
ro

ba
bi

lit
y

MIDCENTRAL MIDCENTRAL

CENTRAL CENTRAL

PLF

TLF

IVS

mIMF

Fig. 19. Multiplicity distributions of IMFs (bottom panels) associated with different
decay sources as determined by the source selection criteria depicted by solid lines in
the associated Galilei-invariant velocity distributions of the top panels, and “gated”
by different bins in the associated reaction (impact parameter) regions.

The different origins of fragment yields can be discerned presenting the
yields as Galilei-invariant velocity plots, which achieve kinematical separa-
tion of corresponding characteristic emission patterns. Results of such a sep-
aration are illustrated in Fig. 19 for the case of intermediate-mass fragments
from the 136Xe+209Bi reaction at E/A = 40 and 62MeV. Data from the
E/A = 28MeV reaction were not included, since in this case the PLF–TLF
relative velocities are too small to provide for a good kinematical separa-
tion of the particle yields associated with PLF and TLF sources. The IMF
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multiplicity distributions presented in the bottom panels of Fig. 19 were ob-
tained by separating events according to the location of their image on the vT
versus v|| plane relative to the “operational” boundaries for the three sources.
Such boundaries are indicated by solid lines in the top panels of Fig. 19.

The probabilities of IMF emission from different sources defined as il-
lustrated in Fig. 19 (top panels) are listed in Table IV. It is clear that such
a “raw” selection does not prevent certain degree of misidentification of the
particle emission source. Effects of such misidentification decrease with in-
creasing relative TLF–PLF velocity.

TABLE IV

Probabilities of IMF emission from different sources in selected reaction regions
(BINS) see Fig. 19, for 136Xe+209Bi reactions at E/A = 40 and 62 MeV, respec-
tively.

BIN Region 40 MeV/nucleon 62 MeV/nucleon
pPLF

IMF
pTLF

IMF
pIVS

IMF
pPLF

IMF
pTLF

IMF
pIVS

IMF

1 peripheral 0.17 0.39 0.44 0.19 0.47 0.34
2 midperipheral 0.22 0.31 0.47 0.28 0.30 0.42
3 midcentral 0.28 0.26 0.46 0.34 0.26 0.40
4 central 0.31 0.26 0.43 0.32 0.26 0.42

It is worth comparing Table IV for the 136Xe+209Bi reaction at 40
MeV/nucleon with the bottom row of Table III for 40Ca+40Ca reaction at
35MeV/nucleon. Although these tables were made for different selections
and conditions (Table IV for experimental data, Table III for simulation
data), one notices for the heavier system a relatively large probability for
IMF emission from the IVS. This enhanced emission can, to some extent,
be explained by the geometry of the transient dinuclear system formed in
a heavy-ion reaction. For heavier colliding systems the geometrical overlap
for a given impact parameter region is larger than that for lighter systems.
Similar effects can be observed for any reaction. The scaling of IMF emission
with the geometrical overlap of the colliding ions should result in an increase
of IMF emission with increased collision centrality or decreased impact pa-
rameter. In fact, such an effect is observed for the 136Xe+209Bi reaction, see
Fig. 19 and Table IV.

The energy spectra are commonly used for an evaluation of source tem-
peratures. Fig. 20 presents the apparent source temperatures for PLF and
IVS sources, for peripheral and central collisions. The temperature param-
eter, Ts, was extracted from slopes of energy spectra in the decaying source
frame, assuming Maxwell–Boltzmann-type distribution:
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P (E)dE ∝
√

E − VB exp

(

−
E − VB

Ts

)

dE , (4.1)

where E is the energy of the specified particle and VB is energy of the
Coulomb barrier.

As a result, the energy spectra can be quantified in terms of inverse log-
arithmic slope parameters or effective source temperatures, Ts. The results
of such evaluations for 136Xe+209Bi reactions at three bombarding energies
are presented in Fig. 20 for protons, alpha particles and lithium IMFs.

Xe+Bi
PERIPHERAL

IVS

PLF

CENTRAL

IVS

PLF

Z

T
S
(M

eV
)

Fig. 20. Apparent temperatures for 136Xe+209Bi reactions at E/A = 28 (grey),
40 (dark-grey) and 62 MeV (black), respectively. Temperature parameters were
extracted from slopes of energy distribution of protons (Z = 1), alphas (Z = 2)
and Li (Z = 3) fragments in the emission source velocity frame of PLF (circles)
and reaction center-of-mass (IVS)–triangles, respectively (see text). Events were
selected for different bins in the associated reaction (impact parameter) regions:
PERIPHERAL (BINS 1 and 2), and CENTRAL.

Here, bins 1 and 2 for peripheral collisions, were added in order to
increase statistics. In order to decrease the misidentification of emission
sources, the fragments were selected in the forward and backward hemi-
spheres defined with respect to the source velocity vectors for PLF and
TLF, respectively. Fragments from the IVS zone were selected in the thin
slice around the center-of-mass velocity.

As can be seen in Fig. 20 the apparent source temperatures are much
higher for clusters (α-particles and IMFs) emitted from the IVS source, as
compared to the PLF source. In fact, the apparent IVS cluster temperatures
are much too high for statistical emission. Such “hard” (high temperature)
spectra can be explained only by assuming dynamical (non-equilibrium)
emission from an IVS source. While the temperatures of LCPs and IMFs
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emitted from the PLF are similar, the temperature of IMFs (here Z = 3)
emitted from the IVS is much higher. This effect can be explained by an
admixture of IMFs from the IVS source. It would suggest a dominantly
dynamical IMF production. One notices a small increase of source temper-
atures with increasing bombarding energy, except for the IVS temperatures
for the 28MeV/nucleon reaction. As already mentioned, for E/A = 28
MeV/nucleon the relative PLF–TLF velocity is too small for a good sep-
aration of the IVS zone from both the PLF and TLF emission regions
(see Fig. 18).

5. Summary and conclusions

The general characteristics of heavy-ion collisions at intermediate
energies is similar to that observed for low energies and understood in
terms of dissipative binary collisions. Thus, at a bombarding energy of
62MeV/nucleon, the reaction cross-section appears still dominated by dissi-
pative binary reactions involving the survival of well-defined projectile- and
target-like fragments.

At intermediate energies, the emission from excited PLF and TLF sources,
observed in joint distribution of neutron and LCP multiplicities, shows
a thermal scaling with bombarding energy, indicating statistical emission
from equilibrated sources. The analysis based on PLF reconstruction in-
dicates that, as compared to the total reaction cross-section, the PLF and
consequently TLF, deexcite mainly via binary sequential decay. However,
for excitations above 3MeV/nucleon, a transition from sequential to prompt
multifragmentation is observed.

On the other hand, emission sources identification based on analysis of
Galilei-invariant velocity plots show clearly the existence of a third inter-
mediate-velocity source in addition to the PLF and TLF sources. In con-
trast to the dominantly statistical emission from the PLF and TLF, frag-
ments emitted from the IVS are likely to be produced dynamically in the
overlap zone of the projectile and target nuclei. For central collisions, the
IVS component becomes dominant in the IMF production, representing the
overlap region of PLF and TLF. Although, for peripheral collision still one
observes non-negligible emission rate, with clear IVS component. The anal-
ysis of apparent temperatures of fragments energy spectra has revealed that
the fragments emitted from the IVS exhibit “hard” (high temperature) spec-
tra, which can be explained only assuming a dynamical (non-equilibrium)
emission scenario.

The comparison between IMF emission for relatively light (40Ca+40Ca)
and heavy (136Xe+209Bi) systems has shown that the dynamical IMF emis-
sion increases for heavier systems, reflecting the geometrical overlap of pro-
jectile and target.
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Concluding, in the intermediate energy region one observes a mixture of
statistical and dynamical multifragmentation processes. An analysis of frag-
ment emission patterns has then to be related to proper selection of decay
sources, as the fragmentation mechanisms are different for PLF/TLF and
IVS. The analysis of (136Xe+209Bi) reaction at 28, 40, and 62 MeV/nucleon
has shown that the selection of emission sources, based on kinematical sep-
aration, improves with increasing bombarding energy, as it is dependent on
relative projectile-target velocity.

The analysis of multidimensional particle correlations between different
emitted particles indicates an importance of experiments based on simultane-
ous detection of neutrons and charged particles in 4π detector configurations.
The triple neutron–LCP–IMF correlation, on the other hand, has shown the
lack in proper reproduction of basic trends in experimental data by most of
prominent theoretical models. This may be an indication of problems with
proper modeling of dynamical fragment production at intermediate ener-
gies, taking into account relatively good reproduction of experimental data
for low bombarding energies.

The failure of reproduction of multidimensional particle correlations by
QMD models may then be connected with cluster formation mechanism. In
the QMD models a spatial or phase-space proximity criterium for cluster
definition is used. An introduction of thermodynamical (entropy) probabil-
ities for cluster formation process might improve the modeled clusterization
mechanism. A hint for such solution comes from the Sosin model where
the thermodynamical probabilities were introduced to PLF, TLF, and IVS
formation. The PLF or TLF can be conceptually treated in the same way
as other clusters.

This work was supported by the Polish Ministry of Science and Higher
Education under the contact N N202 035636.
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