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The reconstruction and identification of 7 leptons are important in
physics analysis of Standard Model (SM) processes and searches for new
phenomena. In this paper the comparison of distributions of identification
variables between data and Monte Carlo samples is done, using the ini-
tial dataset collected by the ATLAS detector at a centre-of-mass energy of
\/s = 7 TeV, corresponding to an integrated luminosity of 244 nb—!. As the
number of recorded 7 leptons is small, the background jets reconstructed
as 7-lepton candidates can be used to check the algorithm performance.
The background efficiency suppression is tested on a QCD dijet data sam-
ple using cut-based 7 identification criteria. Multivariate methods, such as
boosted decision trees and projective likelihood, are also tested to check
their background rejection performance.
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1. Introduction

The 7 lepton, with a mass of 7 = 1776.84 + 0.17 MeV [1], is the only
SM lepton heavy enough to decay both leptonically and hadronically. It
decays approximately 65% of the time to one or more hadrons and 35%
of the time leptonically. The reconstruction and identification of 7 leptons
are important in the analysis of Standard Model processes and searches for
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new phenomena. They can appear in final states in the production of Higgs
bosons, supersymmetric (SUSY) particles, and other particles not described
by the SM [2]. Standard Model processes, such as W, Z boson and ¢t pro-
duction, can also result in signatures with 7 leptons, and events from these
processes can be used to study 7 lepton reconstruction in detail and estab-
lish 7 lepton identification efficiency. Particularly challenging in identifying
hadronically decaying 7 leptons is to distinguish them from hadronic jets
which are produced in processes with very large cross-sections. However,
some properties of 7 lepton decays can be used to differentiate them from
jets. Hadronically decaying 7 leptons decay to one charged pion (1-prong)
with a branching ratio (BR) of approximately 77% and to three charged
pions (3-prong) with a BR of approximately 23%. The decay products tend
to be well collimated and the invariant mass of the visible decay products is
usually smaller than those of jets. The proper decay length of the 7 lepton
is 87 um, so decay vertices can be resolved from the primary vertex by the
silicon tracker.

2. Datasets and event selection

The studies presented here are based on data collected with the ATLAS
detector [3] at a centre-of-mass energy of /s = 7 TeV, corresponding to
an integrated luminosity of approximately £ = 244 nb~! [4,5]. It was
required that the data used in the analysis have been taken during stable
LHC beam conditions, and pass data quality requirements for the inner
detector (tracker) and the calorimeter. Furthermore, all events must satisfy
the following criteria:

e at the Level 1 trigger it is required that the 7 trigger object passes a
5 GeV threshold cut [6],

e there are no “bad” jets in the event |7] caused by out-of-time cosmic
events or sporadic noise effects in the calorimeters,

e at least one vertex reconstructed with more than four tracks is present,

e at least one 7 candidate with pp > 30 GeV (fully calibrated, as de-
scribed in Section 3) and |n| < 2.5, and a second 7 candidate with
pr > 15 GeV and |n| <2.5 (also fully calibrated) are present. Those
two candidates are required to be separated by at least 2.7 radians in
azimuth (the angle in the plane transverse to the beam pipe).

The cuts listed above aim at selecting events with back-to-back jets, enrich-
ing the sample with fake 7 candidates from QCD jet processes that form
the primary background to signatures such as Z — 77 , in order to study
fake 7 candidate properties. To minimize the bias due to the trigger re-
quirement, the sample of studied 7 candidates excludes the leading (with
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higher pr) 7 candidate. With these requirements the selected data sam-
ple contains about 2.9 million events and 3.9 million 7 candidates. QCD
dijet MC samples are used for comparison. These samples are generated
with PYTHIA [8] and passed through a GEANT4 [9] simulation of the
ATLAS detector [10]. The MC samples used here employ the DW tune [11]
which uses virtuality-ordered partonic showers and which was derived to
describe the CDF II underlying event and Drell-Yan data. The DW tune
seems to model the forward activity of the underlying event better than the
MCO09 tune, and describes jet shapes and profiles in data more accurately.
When showing distributions for true 7 lepton candidates, a Z — 77 MC
sample with the MC09 tune is used.

3. T reconstruction and identification algorithms

For more detailed description of 7 reconstruction see [12] or [13]. Hadron-
ically decaying 7 leptons are reconstructed starting from either calorimeter or
track seeds. Track-seeded candidates have a seeding track with pp > 6 GeV
satisfying quality criteria. Calorimeter-seeded candidates consist of calorime-
ter jets reconstructed with the anti-k algorithm [14] starting from topolog-
ical clusters (topoclusters) [15]. The candidate is required to have Ep >
10 GeV.

Efficient and robust identification methods are necessary to discriminate
between the overwhelming QCD background and real, hadronically decaying
7 leptons. It is also necessary to use identification algorithms to reject true
electrons and muons reconstructed as 7 candidates. The ATLAS Collabo-
ration has developed a number of identification methods, including a simple
cut-based method, and two multivariate methods: projective likelihood and
boosted decision trees (BDT) [16]

4. Discriminating variables

There are several different classes of discriminating variables employed
in the ATLAS 7 identification algorithms. They are based on three groups
of physics properties:

e Shower width (shower radius and isolation);
e Particle multiplicity (e.g. number of tracks, clusters);

e Fractions of 7 jet candidate energy deposited in the electromagnetic
and hadronic calorimeters.

From the detector perspective, it is more appropriate to reclassify those
variables according to which feature of the detector is used to construct the
discriminating quantity:
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Calorimeter cluster-based variables (e.g. number of clusters, mass);
Tracking variables (e.g. track width, track mass);

Variables which combine calorimeter and tracking information (e.g.

E/p).

This leads to a relatively long list of variables which could be considered for
use in multivariate techniques. However, for early data the priority is to use
robust, relatively uncorrelated and well understood variables only:

Cluster mass: Invariant mass computed from associated topoclus-
ters: Melusters ;

Track mass: Invariant mass of the track system: myracks ;
Track radius: pr weighted track width

AR;<O0.
Z‘ R <02pT7iARi

i
AR;<0.2 ?
Soo "

i T,i

Rtrack =

where AR; denotes
AR@ = \/(Th - nclusters)2 + (¢z - ¢clusters)2 .

Leading track momentum fraction: the ratio between the pr of
the leading track and the total visible transverse momentum of the 7
candidate, determined from associated calibrated calorimeter clusters

track
P
Ftrk,l e
T

Electromagnetic radius: To exploit the smaller transverse shower
profile in 7 decays, the electromagnetic radius Ry is used, defined as

AR;<0.4 mEM
> BT AR;

]

Rpm =
AR;<0.4 —~EM )

2 Eri
where 7 runs over all cells in the electromagnetic calorimeter associated
to the 7 candidate, AR is a cone defined relative to the 7-jet seed axis

and Ep;is the cell transverse energy.

Core energy fraction: Fraction of transverse energy in the core
(AR < 0.1) of the 7 candidate

AR;<0.1 EEM
Z' T,

fcore = ZAR— .
:<0.4 ~EM
> ET,i
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e Electromagnetic fraction: Fraction of GCW (Global Cell Weight-
ing) [17] calibrated transverse energy of the 7 candidate deposited in
the EM calorimeter

Z‘ARKOA E%CW

K

(2

fem = Zxm <o :
j <Y GCW
2 BT
The GCW calibration scheme attempts to compensate for the different

calorimeter response to hadronic and electromagnetic energy deposi-
tions.

Since the instantaneous luminosities for the data used here are low, pile-
up effects are expected to be small. With higher luminosity, the pile-up will
affect the distributions of these variables for both fake and true 7 candidates,
thus reducing their separation power. Variables that are more robust under
pile-up conditions are also being studied, in preparation for the expected
higher instantaneous LHC luminosities. After the selection described in
Sec. 2, the number of 7 candidates in MC samples is normalized to the
number of 7 candidates selected in the data. The variable distributions of
7 candidates reconstructed in a signal Z — 77 MC sample and matched to
true hadronically decaying 7 leptons are also overlaid to show the expected
distributions of real 7 leptons.

The distributions for the discussed identification variables are shown in
Fig. 1 for 7 candidates in data and MC samples. The agreement of the
distributions for data and MC samples is quite good for all identification
variables.

5. Efficiency definitions

The identification algorithms are optimized on signal and background
MC samples for minimum background efficiency and tuned for roughly 30%
(tight), 50% (medium), and 70% (loose) signal efficiency on the Z — 77 MC
sample for true, hadronically decaying 7 leptons. Candidates with exactly
one reconstructed track are considered as 1-prong candidates and candidates
with two or more reconstructed tracks are considered as 3-prong candidates.
Candidates without tracks are excluded. We define 1-prong signal and back-
ground efficiencies as

1—prong __ #rmatched candidates with 1 track passing cut

Sig #visible hadronic 1-prong Monte Carlo 7s
l—prong _ #candidates with 1 track passing cut

bkg #candidates with 1 reconstructed track ’
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Fig. 1. Distribution of discriminating variables: cluster mass (a), track mass (b),
track radius (c), leading track momentum fraction (d), EM radius (e), core energy
fraction (f) and electromagnetic fraction of 7 candidates (g).
candidates in MC samples is normalized to the number of 7 candidates selected in

(8)

EM Fraction

data. The statistical errors on the MC are negligible.

The number of 7



Performance of T Lepton Identification in ATLAS 7 TeV Data 1723

where signal candidates are matched to visible 1-prong hadronic Monte Carlo
7 within AR <0.2. A visible Monte Carlo 7 has || <2.5 with E¥S >
10 GeV (excluding neutrinos). Signal and background efficiencies for a 3
prong candidate are defined as

3—prong __ #matched candidates with 3 tracks passing cut
sig N #visible hadronic 3-prong Monte Carlo 7s
3—prong __ 7rcandidates with 3 tracks passing cut

bkg =

#candidates with 3 reconstructed tracks ’

where again signal candidates are matched to visible 3-prong hadronic Monte
Carlo 7 leptons. Since the reconstruction efficiency for 3-prong candidates
is only about 70%, defining the loose cut value may be impossible, since the
loose is defined to have 70% signal efficiency. In that case, some analyses
presented here in (e.g. BDT) loosen the 3-prong match requirement to 2 or
more tracks when determining the cut values. However, the mathematical
definitions given above are strictly enforced when calculating rejections or
comparing identification efficiences.

In addition to these prong-specific definitions, we define global efficiencies
which do not place constraints on the number of reconstructed tracks or
require equality between track and prong multiplicity. The global signal
and background efficiencies are defined as

global _ ##matched candidates with at least one track passing cut
sig #visible hadronic Monte Carlo 7s ’
global _ Fcandidates with at least one track passing cut

bkg - ’

#candidates with at least one track

where the matched signal candidate lies within AR < 0.2 of any visible
hadronic Monte Carlo 7 leptons, regardless of the number of prongs.

6. Cut based identification performance

Future 7 identification in ATLAS will rely on sophisticated multivari-
ate techniques to achieve the necessary rejection of quark and gluon jets.
However, in early data, the certified 7 identification is based on a simple
cut-based approach. This optimization has been done in 7 TeV simulations
using the same 7 reconstruction version as it was used for data. In the cuts
optimization only three variables are used: electromagnetic radius, track ra-
dius and the leading track momentum fraction. The optimization procedure
uses a cross-section weighted combination of W — 7v and Z — 77 Monte
Carlo for signal and a cross-section weighted combination of the dijet Monte
Carlo samples with pt of the leading outgoing partons in range 8-280 GeV
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for background. With only those three variables, the cut procedure explores
every combination of cuts with reasonable granularity, calculating the signal
and background efficiencies for each combination. Then, it searches for such
combinations that gave signal efficiencies at the level of about 70%, 50%,
and 30%, and for those background efficiencies are calculated (Fig. 2).
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Fig. 2. Background efficiencies obtained for data and MC samples (left) and signal
efficiencies predicted by a Z — 77 MC sample for loose, medium and tight efficiency
level (right) as a function of the reconstructed p7.

7. Systematic uncertainties for cuts optimization

The systematic uncertainties on the measured background efficiencies
are considered from two different effects: the transverse momentum calibra-
tion for 7 candidates and pile-up effects due to varying beam conditions.
These uncertainties may partly account for some of the data-MC discrep-
ancies observed in the high-pt region. The current transverse momentum
calibrations are based on the GCW calibration scheme. Different calibra-
tion schemes have also been studied, including a simple pt and n dependent
calibration (EM + JES) [18]. The variation of the background efficiency was
studied by comparing the calibration of 7 candidates using the GCW scheme
with the EM + JES scheme.

This calibration affects the reconstruction of three identification vari-
ables: Melusters, JEM, and firi 1. Of these, only fix 1 is used in the cut-based
identification. When using the EM + JES calibration, the background effi-
ciency for the cut-based identification decreases by 2.1%, 8.5%, and 9.6% for
loose, medium, and tight selections, respectively, and is assigned as a system-
atic uncertainty. The relative difference in efficiency between the EM+JES
and GCW calibrations is shown in Fig. 3, left as a function of p7.

Another systematic effect considered is the effect of pile-up due to varying
beam conditions. Over the course of the data taking period, relevant for this
analysis, the beam intensity increased by a factor of three. Increased beam
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intensities lead to different pile-up conditions that affect the distributions
of the identification variables. Since the number of vertices nyy is highly
correlated with pile-up activity, the background efficiency was evaluated as
a function of nytx. This is shown in Fig. 3.
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Fig.3. Ratio of background efficiencies using EM + JES and GCW calibration as
a function of pT. (left) and background efficiencies as a function of ny¢ (right).

A systematic uncertainty is determined by taking the mean difference
of the background efficiency for 7 candidates in events with nyt, = 1 and
nytx > 1 with the background efficiencies obtained from the entire sam-
ple. The resulting uncertainty is 5.7% for the loose cut selection, 9.3% for
the medium cut selection, and 14.5% for the tight cut selection. Other
sources of systematic uncertainties such as beam spot variations, the impact
of calorimeter noise, and detector alignment effects were investigated, but
found to be small.

8. 7 identification performance using multivariate methods

Multivariate techniques of data mining were also used for hadronic 7
identification in the ATLAS experiment. Currently, two of them, the Projec-
tive Likelihood (LLH) and Boosted Decision Trees (BDT) [16] are optimized
for 7 leptons identification.

8.1. Projective likelihood

The input probability density functions (PDFs) have been obtained from
a mixture of PYTHIA W — 7v, Z — 77 and A — 77 events for the signal,
and PYTHIA dijet events for the background. The events were simulated in
the context of the MCO09 production with the default tune. The evaluation
of the jet rejection performance on MC is done with PYTHIA dijet samples
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using the DW tune. The PDFs are created for 9 bins in pr (in GeV: 10—
20; 20-30; 30-45; 45-70; 70-100, 100-150; 150-200; 200-300; and greater
than 300) and produced separately for 1-prong and 3-prong candidates; the
1-prong PDFs are further divided by the number of associated 7 clusters [5].

8.2. Boosted decision trees

This BDT was trained with signal represented by a mixture of Z — 77
and A — 77 MC simulation and background represented by PYTHIA dijet
MC (default MCO09 tune). For the training procedure all variables presented
in Sec. 4 are used.

The performance of those methods comparing to rectangular cuts is
shown in Fig. 4.
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Fig.4. Background efficiencies in data and MC with medium selection for cut-
based, BDT, and LLH identification (top left), signal efficiencies from MC with
medium selection for cut-based, BDT, and LLH identification (top right), back-
ground efficiencies in data and MC with tight selection for cut-based, BDT, and
LLH identification (bottom left) signal efficiencies from MC with tight selection for
cut-based, BDT, and LLH identification (bottom right) as a function of pZ.



Performance of T Lepton Identification in ATLAS 7 TeV Data 1727

9. Summary and conclusions

7 identification has been shown using three different MV approaches:
simple cuts, BDT and LLH. In each case, the signal efficiencies were cal-
culated based on MC samples, while the rejection was calculated on both
data and simulated dijet samples. Good performance was seen for all three
techniques. Systematic uncertainties on the background efficiencies from
transverse momentum calibration and pile-up effects were determined. Both
data and MC predictions show that the BDT and LLH identification algo-
rithms increase the background rejection power significantly over the cut-
based identification. These methods will be tested on W — 7v and Z — 77
events in data in the near future.
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