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In our previous research we have proposed new method for image com-
pression which was based on LZ77 dictionary algorithm. We introduced two
modifications such as inaccurate color matching and noise acceptance. Ex-
perimental results presented in that paper proved that the new method of
image compression gives promising results as compared with original LZ77
dictionary algorithm. In this paper, we propose to supplement the previ-
ous algorithm with frequency content reduction. To this end we propose
an interpolation based scaling and a compression along the vertical axes.
The obtained results are compared to the previously proposed method.
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1. Introduction

Data compression [1, 2] has always been important and it becomes even
more popular and important nowadays. A simple characterization of data
compression is that it transforms a string of characters in some represen-
tation into a new string (of bits, for example) which contains the same
information but whose length is as small as possible. Data compression has
important applications in the areas of data transmission [3] and data stor-
age [4]. Many data processing applications require storage of large volumes
of data, and the number of such applications is constantly increasing as the
use of computers extends to new disciplines. At the same time, the prolif-
eration of computer networks is resulting in massive data transfer along the
communication lines. Compressing data to be stored or transmitted reduces
storage and/or communication costs.
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There are “lossless” and “lossy” forms of data compression. Lossless com-
pression algorithms [5, 6, 7] are used to squeeze down images and then re-
store them again for viewing completely unchanged. The classic lossless
compressed image file scheme was the Compuserve Graphics Interchange
Format (GIF) [8], which used a variation of the lossless LZW compression
algorithm [9]. GIF had a few limitations. One of them was that it could not
compress images with color resolutions greater than 8 bits. This was not a
great problem with monochrome images or with simple non-realistic block
color images like diagrams, but it was troublesome with color photographs,
which are normally 24 bits and had to be reduced in color. To overcome the
mentioned drawbacks, another lossless compression scheme was proposed
under the name PNG (Portable Network Graphics). It is based on the de-
flate compression algorithm and image filtering for the prediction of pixel
values [10]. It can be applied to images with 24-bit or 48-bit color resolu-
tions, and provide many other handy features. In average, PNG provides
about 15% better compression ratios than GIF.

Lossy compression [11,12,13], in contrast, is based upon the assumption
that the data does not have to be stored exactly. Much information can
be simply thrown away from images, video data, and audio data, and when
uncompressed such data can appear indistinguishable, from the original, for
a human user. Compression ratios can be an order of magnitude greater
than those available from lossless methods.

The Joint Photographic Experts Group (JPEG) [14,15,16] specification
has become the practical standard for storing realistic still images using lossy
compression. JPEG can generally give much higher compression ratios than
GIF while retaining good image quality. Useful JPEG compression ratios
are typically in the range of about 10:1 to 20:1. JPEG allows to obtain
higher compression ratios on images with high pixel resolutions, because the
degradation is not as noticeable on a big image.

2. Method

The method of image compression presented in the previous paper is
based on the LZ77 compression algorithm with two modifications: imperfect
color matching and noise acceptance [17]. In the present paper, we introduce
the compression along vertical axes and the concept of scaling. JPEG algo-
rithm works so well because of reduction in the high frequency coefficients
in a FFT expansion. This corresponds to a low pass filtering of the image,
which can (at least qualitatively) be seen as a decrease in the sampling rate.
In our approach, scaling at the compression stage and interpolation at de-
compression were designed to mimic this behavior in a dictionary algorithm
(where we cannot apply the Fourier transform directly). The quality of such
approach is assessed by the PSNR measurements.
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Comparison of the results was done by using the Lena image shown in
Fig. 1, which was chosen as a reference point.

Fig. 1. The image of Lena.

2.1. LZ77 image compression with imperfect color matching
and noise acceptance

Our previous compression method [17] was based on LZ77 dictionary
algorithm extended with imperfect color matching and noise acceptance,
procedures.

The imperfect color matching is a process in which we attribute the
encountered pixel value to a given sample in the dictionary. We do not
reduce the histogram of an image to a smaller spectrum of colors but merely
set a condition for color similarity x̂ and x reads [18,19]

quantization ≥ |x̂− x| , (1)

where x̂ — stored value and x — encountered value.
The quantization parameter has great impact on the quality of restored

images, as well as on the degree of their compression. Of course, when
compression ratio is high due to the quantization (PSNR is small), the de-
compressed Lena image looks worse than in cases of low compression ratio
(the level of quantization is smaller then).

The idea of noise acceptance is related to an observation that the repeat-
ing sequences of boxes can be loaded with some percentage of errors. In such
case, a classical algorithm would encode them as two separate strings. In our
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approach, the sequences of boxes which do not differ much in the number
of incorrect levels, are recognized the same, and recorded as callback to the
sequence stored in the dictionary.

If λ(a, b) is the function which measures the number of differences in the
blocks and l(a) is the length of the block “a”, an acceptance condition can
be formulated as follows

λ(a, b)
l(a)

< noise ratio . (2)

In such a way noise ratio is introduced to image which enlarges the
compression of image considerably, but also influences its quality. For small
values of noise ratio there is no influence on PSNR and compression ratio.
There is a specific point of which the degree of image compression starts to
grow.

2.2. Algorithm with scaling factor and compression along both
the horizontal and vertical axes

The algorithm considered in our previous paper [17] contributed to the
classical LZ77 compression algorithm with quantization and noise levels.
In this method the compression is performed by looking up repeating se-
quences in a string made of concatenated horizontal image lines. The dictio-
nary sequences were aligned horizontally within the image. In the present
method, we compress the image both horizontally and vertically. More-
over, we introduce scaling of the image. Four main classes of image scaling
are possible: grayscale–grayscale, binary–binary, binary–grayscale (typically
downscaling), grayscale–binary (typically upscaling) [20].

We model the original set of pixels as a continuous interpolated surface
(bicubic interpolation) which we re-sample according to the assumed scaling
factor.

3. Results

The goal of this paper was to check whether the proposed alterations
to our previous method of image compression [17] improve the compression
and retain the image’s quality. In the compression procedure we first added
only the imperfect color matching and noise level to the LZ77 dictionary
algorithm. Next, we introduced the vertical compression, and finally ––
the image scaling. We inspected the influence of these parameters on the
compression level and on the visual quality of decompressed Lena image.



Implementing the Frequency Filtering into a Dictionary Image 1841

3.1. The influence of vertical axes on the compression level

The compression along vertical axes has positive impact on compression.
Comparing the level of compression for image of Lena when we only com-
press along horizontal axes with compression along both horizontally and
vertically we can increase compression ratio about 3 percent. We present
this influence for the image of Lena in Fig. 2. As can be seen the decom-
pressed image of Lena is looking alike in both cases for the same initial
conditions (noise ratio:2, quant accuracy:5). In this case the value of PSNR
are the same (about 34.5 dB).

(a) (b)
Fig. 2. The decompressed image of Lena for (a) previous method [17] — compres-
sion ratio:3.2; PSNR:34.5 dB, (b) new method — compression ratio:3.3; PSNR:
34.6 dB (quant accuracy:5, noise ratio:2).

3.2. The influence of image scaling on the level of compression

For the Lena image the values of PSNR and compression ratio in relation
to the scaling factor are presented in Tables I (a) and II (b). As can be seen
from these tables the image scaling increases the compression ratio compared
to the previous algorithm. This happens, of course, at cost of quality, as
measured by PSNR.

The plot of relationship between image scaling and compression ratio
is shown in Fig. 3. By increasing the scaling factor we can obtain a differ-
ence in the compression ratio between the previous [17] and new compres-
sion algorithms (Table I). Supplying the LZ77 compression algorithm with
the image scaling and noise levels, keeping quantization level equals to 0
(no quantization) the compression gain becomes a quadratic function of
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scaling coefficient. After introducing inaccurate color matching the relation
changes to linear. The gain grows slower than quadratic. Quantization seems
thus to improve the compression to larger extent at high resolution than at
lower resolution. This may be a result of color averaging with increased
scaling.

TABLE I

PSNR and compression ratio (a) versus quantization (noise ratio is 2.0), (b) noise
ratio (quantization is 2.0) — for previous [17] and new method.

(a) (b)

3.3. The visual inspection of the decompressed Lena image dependence on
image scaling and compression along both axes

The compression ratio can be increased by introducing the compression
along both axes and scaling. To inspect this, we compress the Lena image
to different values of the scaling factor with horizontal and vertical buffer
look ups. The PSNR values and the compression ratio are presented in Ta-
bles II (a) and II (b). The compression along vertical axes allows to improve
the compression ratio by about 3 percent. The additional profit is that the
PSNR values stay the same (the quality of the encoded images are the same).



Implementing the Frequency Filtering into a Dictionary Image 1843

Fig. 3. Scaling factor versus compression ratio and influence of noise ratio and
quantization to this relation.

For visual inspection we present the decompressed images of Lena in
Fig. 4. In all cases the quantization accuracy equals 10 and noise ratio is 2.

As can be seen from these figures, the larger scaling coefficients slightly
influence the visual effect of the decompressed Lena image. This effect is
not as pronounced as in the case of large quantization levels because the
quantization changes the decompressed image very much.

3.4. Comparison with JPEG2000 compression method

In order to check the quality of our new compression method, we com-
pared this one with JPEG2000 chosen as a reference point. During com-
pression the quality was varied from 90 to 2. For each quality PSNR was
calculated to check how does the JPEG2000 method influence the decom-
pressed image. Next, we compared the JPEG2000 compression effect against
our method. For comparison we have chosen three decompressed images in
which the compression ratios were similar (and equal about 10). The result
of comparison between JPEG2000 method, our previous and new method is
presented respectively in Fig. 5.

From the results of this study we conclude that our new modified LZ77
Image Compression (with imperfect color matching, noise acceptance, com-
pression along both axes and interpolation) offers comparable (as measured
by PSNR) image quality to our previous method (with imperfect color
matching and noise acceptance only) but improves the visual impression
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TABLE II

PSNR and compression ratio versus (a) quantization (b) noise ratio for previous [17]
and new method — interpolation and both axes.

(a) (b)

perceived by the operator. In spite of the great visual improvement of the
image in our new method, JPEG2000 compression method still looks better.

4. Concluding remarks

In this paper we compared the previously proposed method of image
compression in which we added imperfect color matching and noise accep-
tance to the new method in which we introduced compression along vertical
axes and scaling.

The previous method allowed to obtain compression ratios up to 90.
Introducing compression along vertical axes, we increased the compression
ratio by about 3 percent. The second modification, the image scaling is an
obvious way to enlarge the compression. For bigger scaling it is possible to
obtain a greater compression. For the scaling factor equal to 2 we could
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(a) (b)

(c)
Fig. 4. The decompressed image of Lena when the scaling factor equals (a) 1.2
— compression ratio:9.2; PSNR:26.6 dB, (b) 1.6 — compression ratio:10.7; PSNR:
26.0 dB, (c) 2.0 — compression ratio:18.3; PSNR:25.2 dB (guant accuracy:10, noise
ratio:2).

increase compression by over 4 times (Table II). However, the visual effect
of decompressed images was worse for higher compression ratios (Fig. 4).

The scaling factor increases the difference between previous [17] and
new compression method. For LZ77 compression algorithm with the image
scaling and noise levels the compression ratio versus scaling coefficient is
a quadratic function (Fig. 3). Adding inaccurate color matching to other
modifications changes the kind of graph from quadratic to linear. This effect
could be caused by an interference between interpolation and compression
with inaccurate color matching. Quantization seems thus to improve the
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(a) (b)

(c)
Fig. 5. The decompressed image of Lena when compression ratio is about 10 for
(a) JPEG2000 compression method PSNR:40.5 dB, (b) our previous method of
compression PSNR:27.6 dB, (c) our new compression method PSNR:26.6 dB.

compression to larger extent at high resolution than at lower resolution.
This may be a result of color averaging with increased scaling.

After introduction of compression along vertical axes and scaling, we
could obtain a large compression improvement compared to the previous
method. These compression ratios were obtained at cost of the visual ef-
fect of the decompressed image (Fig. 4). This adverse impact was more
pronounced in the previous compression method than in a new one. Com-
paring the visual image quality in our new method with JPEG2000 com-
pression method, JPEG still gave the best results, but the PSNR difference
(32 percent) is not enormous and an improvement is possible with more
sophisticated approaches to scaling and interpolation.
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