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In this paper, we obtain the scaling limits of one-dimensional over-
shooting Lévy walks. We also find the limiting processes for extensions of
Lévy walks, in which the waiting times and jumps are related by power-
law, exponential and logarithmic dependence. We find that limiting pro-
cesses of overshooting Lévy walk are characterized by infinite mean-square-
displacement. It also occurs that introducing different dependence between
waiting times and jumps of Lévy walks results in subdiffusive properties.

DOI:10.5506/APhysPolB.43.1111
PACS numbers: 05.40.Fb, 02.50.Ey, 05.40.Jc, 02.50.Sk

1. Introduction

A Lévy walk (LW) process, which is special type of well know Continu-
ous-Time Random Walk (CTRW), has been found as an excellent tool for
describing many phenomena, such as anomalous diffusion in complex sys-
tems [1, 2, 3, 4, 5, 6, 7, 8] through human travel [9, 10] and epidemic spread-
ing [11, 12, 13] to the foraging patterns of micro-organisms and animals
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[14, 15, 16, 17, 18, 19, 20]. In classical CTRW process the position of random
walker is described by the sequences of jumps and waiting times between
them. Every jumps in this process is preceded by a waiting time and it is
usually assumed that sequences of jumps and waiting times are independent
and identically distributed (iid) sequences. Introducing a coupling between
waiting times and corresponding jumps leads to the class of LWs processes.
In the classical version of LW it is assumed that the jump and corresponding
waiting times are equal, up to the constant.

Although a CTRW process was found as the powerful tool in describing
many real-life phenomena, it occurs that sometimes it is beneficial to con-
sider the so-called overshooting continuous-time random walk (OCTRW)
[21,24,23,22,25,26]. In OCTRW process, as opposed to CTRW, every wait-
ing time is preceded by corresponding jump. Similarly, as in CTRW case,
introducing spatiotemporal coupling in OCTRW model leads to the class of
overshooting Lévy walks.

In this paper, we develop limit theory of overshooting Lévy walks and
their extensions originating from OCTRW with heavy-tailed waiting times.
Moreover, we investigate the mean square displacement (MSD) of the lim-
iting processes.

1.1. Preliminaries

The CTRW process is given by the sequence of iid random vectors
{(Ti, Xi)}i≥1, where random variables Ti and Xi characterize the ith wait-
ing time and ith jump of random walk, respectively. More precisely, let us
define two counting processes which correspond to the sequence of waiting
times {Ti}i≥1. First, let the undershooting counting process {N(t)}t≥0 rep-
resenting the number of jumps of a particle up to time t be defined as follows

N(t) def= max{n : T1 + T2 + . . .+ Tn ≤ t} , (1)

and the overshooting counting process {Ñ(t)}t≥0 be defined as follows

Ñ(t) def= min{n : T1 + T2 + . . .+ Tn > t} .

It is easy to observe that relation Ñ(t) = N(t) + 1 holds for any t ≥ 0.
Depending on the choice of the counting process we distinguish two fun-

damental models, namely a CTRW model

R(t) =
N(t)∑
i=1

Xi , (2)



Scaling Limits of Overshooting Lévy Walks 1113

and OCTRW [22]

R̃(t) =
Ñ(t)∑
i=1

Xi =
N(t)+1∑
i=1

Xi . (3)

From definitions (2) and (3) one can conclude that a walker following CTRW
process starts its motion at origin and waits there for a time T1 before
performing first jump. On the other hand, a walker following OCTRW
process starts its motion by performing jump from the origin and then waits
for time T1 long in the new site. R(t) describes the position of the random
walker after the last jump before time t and R̃(t) is the position at the
first jump after time t. These both schemes leads to so-called ‘wait–jump’
and ‘jump–wait’ scenarios, respectively. CTRW process was originally used
to model a diffusive particle, while OCTRW was found useful in modeling
dielectric relaxation phenomena [24,21] or financial instruments [23].

2. One-dimensional undershooting and overshooting Lévy walks
and their extensions

2.1. One-dimensional undershooting and overshooting Lévy walks

To construct the Lévy walks originating from previously described ran-
dom walks (2)–(3), we need to introduce additional assumptions on the
waiting times and jumps. Let us assume that

A. the waiting times Ti are heavy-tailed distributed

P (Ti > t) ∝ t−α as t→∞ , (4)

with α ∈ (0, 1).

B. for any i ≥ 1, |Xi| = Ti.

Random walks R(t) and R̃(t) satisfying both assumptions A and B are
called undershooting Lévy walk (LW) and overshooting Lévy walk (OLW),
respectively. Let us notice that in the physical literature only LWs are
studied in details. In further analysis we will concentrate on OLW.

Notice that the sequence of waiting times Ti fulfilling assumption A be-
longs to the normal domain of attraction of some one-sided α-stable random
variable with positive scale parameter σ. It means that

n−1/α

[nt]∑
i=1

Ti ⇒ Sα(t) (5)



1114 M. Magdziarz, M. Teuerle, P. Żebrowski

as n→∞. Here, Sα(t) denotes an α-stable subordinator with the following
Fourier transform [27]

E exp(ikSα(t)) = exp(tσα|k|α(isgn(k) tan(πα/2)− 1)) , (6)

where positive parameter σ is a scale parameter. The above used notation
“⇒” denotes convergence in distribution1. In the context of scaling limits
of LW and OLW processes, it is useful to introduce the so-called inverse
α-stable subordinator S−1

α , defined as [29,30]

S−1
α (t) = inf{τ > 0 : Sα(τ) > t} .

The process S−1
α is the scaling limit of the counting processes N(t) and Ñ(t)

with Ti satisfying condition (4), see [31]. It corresponds to the heavy-tailed
waiting times in the underlying LW and OLW.

Now, let us consider an iid sequence {Ii}i≥1 which is independent of the
sequence of waiting times {Ti}i≥1. The distribution of Ii is the following

P (Ii = 1) = p , P (Ii = −1) = q , (7)

where p+ q = 1 and 0 ≤ p, q ≤ 1. Using the sequence {Ii}i≥1, we can define
the sequence of waiting times {Xi}i≥1 such that Xi = IiTi. Therefore,
sequence Ii determines the direction of jump Xi.

It is easy to check that the sequence {Xi}i≥1 belongs to the normal
domain of attraction of α-stable distribution

n−1/α

[nt]∑
i=1

Xi = n−1/α

[nt]∑
i=1

IiTi ⇒ Lα(t) , (8)

where Lα(t) is the α-stable motion with the following Fourier transform

E exp(ikLα(t)) = exp(tσα|k|α((p− q) tan(πα/2) sgn(k)− 1))

with positive scale parameter σ.
In the following theorems we derive the scaling limit for the OLW pro-

cesses and their extensions. First, let us notice that scaling limits for the
undershooting LWs were studied in [32]. The next theorem extends scaling
limit result to OLW process.

Theorem 1. Let R̃(t) be one-dimensional OLW process with the correspond-
ing waiting times Ti satisfying (4) and jumps Xi such that Xi = IiTi with Ii
satisfying (7). Then

R̃(nt)
n
⇒ Lα

(
S−1
α (t)

)
1 More precisely, it denotes functional convergence in distribution in the J1-Skorokhod
topology [28] and it implies the convergence of finite-dimensional distributions.
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as n → ∞. Here, the processes Lα(t) and Sα(t) have the same instants of
jumps, additionally the length of each jump of Lα(t) is equal to the length of
corresponding jump of Sα(t).

Proof. See Appendix A.

It has been shown in [32] that the limiting process in the LW scenario,
which corresponds to Theorem 1, is characterized by the MSD satisfying the
following property

EL−α
(
S−1
α (t)

)
∝ t2 ,

as t → ∞. This is no more true for the OLW process considered in Theo-
rem 1. Let us observe that by conditional expected value we have

ER̃2(t) =

∞∫
0

P
(
R̃2(t) > x

)
dx

=

∞∫
0

∞∑
i=1

P
(
R̃2(t) > x|Ñ(t) = i

)
P
(
Ñ(t) = i

)
dx

≥ P
(
Ñ(t) = 1

) ∞∫
0

P
(
R̃2(t) > x|Ñ(t) = 1

)
dx

= P
(
Ñ(t) = 1

) ∞∫
0

P
(
X2

1 > x
)
dx = P

(
Ñ(t) = 1

)
EX2

1 (9)

and since EX2
1 =∞ we obtain that MSD of OLW process is infinite

ER̃2(t) =∞.

In Fig. 1 we presented two exemplary trajectories of LW and OLW processes,
as it is seen that the first jump in OLW scenario makes the MSD of the
process infinite, although the velocity of the movement is constant.

The scaling limits of one-dimensional Lévy walk extensions has been
recently developed in [32]. In this paper we give results for OLW, corre-
sponding to the cases considered in [32]. We also present scaling limits for
extensions of LW and OLW in the case of logarithmic dependence between
waiting times and jumps.

Let us notice that OLW and LW processes with parameter p = 1 in (7)
describe a situation when walker moves only upwards. These models are in-
vestigated in [33] and can play a crucial role in modeling dielectric relaxation
phenomena in complex systems [24,21].
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Fig. 1. Exemplary trajectories of LW (left panel) and OLW processes (right panel),
in both cases waiting time equals to the jumps length. We can observe that for
LW process every jump is preceded by a waiting time, while for OLW process
every jump is followed by corresponding waiting time. Although in both cases the
particle moves with constant velocity, the MSD of LW is finite, whereas the MSD
of OLW is infinite.

2.2. Extension of one-dimensional undershooting and overshooting Lévy
walks: power law dependence between waiting times and jumps

In this section, we derive scaling limit for some extensions of OLW.
A first considered model introduce the power-law dependence between wait-
ing times and jumps. The limiting process with such kind of dependence
for LWs have been recently derived (Theorem 2 in [32]). The power-law
and exponential dependence in the context of correlated CTRWs has been
recently investigated in [34]. Below, we present the corresponding result in
the case of OLW process.

Theorem 2. Let R̃(t) be one-dimensional OLW process with the correspond-
ing waiting times Ti satisfying (4) and jumps Xi such that Xi = IiT

γ
i , where

γ > α, with Ii satisfying (7). Then

R̃(nt)
nγ

⇒ Lα/γ
(
S−1
α (t)

)
as n→∞. Here, the processes Lα/γ(t) and Sα(t) have the same instants of
jumps, additionally the length of each jump of Lα/γ(t) is equal to the length
of corresponding jump of Sα(t) raised to the power γ.

Proof. See Appendix B.

The MSD of the limiting process from Theorem 2 is also infinite. This
fact is straightforward as we repeat calculation given in Eq. (9) with jump
Xi = IiT

γ
i .
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2.3. Extension of one-dimensional undershooting and overshooting Lévy
walks: exponential dependence between waiting times and jumps

The scaling limit process of LW process R(t) with the corresponding
waiting times Ti satisfying (4) and jumps Xi such that Xi = Iie

−Ti with Ii
satisfying (7) with p = q = 0.5 is already known (Theorem 3. in [32]).

The next theorem establishes scaling limit result for corresponding OLW
process.

Theorem 3. Let R̃(t) be one-dimensional OLW process with the correspond-
ing waiting times Ti satisfying (4) and jumps Xi such that Xi = Iie

−Ti with
Ii satisfying (7) with p = q = 0.5. Then

R̃(nt)
nα/2

⇒
√

Ee−2T1 B
(
S−1
α (t)

)
as n→∞, where B(t) is a standard Brownian motion independent of process
Sα(t).

Proof. See Appendix C.

Let us notice that the limiting process is the same for both LW and OLW
scenario, therefore it is characterized by the same MSD behavior

E
(√

Ee−2T1B
(
S−1
α (t)

))2
∝ tα ,

as t→∞. Note that the probability density function of the limiting process√
Ee−2T1 B(S−1

α (t)) fulfills the fractional Fokker–Planck equation [1]

∂w(x, t)
∂t

= 0D
1−α
t

[
Kα

∂2

∂x2

]
w(x, t) ,

for appropriate anomalous diffusion constant Kα.

2.4. Extension of one-dimensional undershooting and overshooting Lévy
walks: logarithmic dependence between waiting times and jumps

The next result for LW and OLW processes corresponds to the logarith-
mic dependence between waiting times and jumps. Namely, we assume that
the waiting times Ti satisfying (4) and jumps Xi are related by the following
formula: Xi = Ii ln (Ti + 1) with Ii satisfying (7). The following theorem
have been found.
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Theorem 4. Let R̃(t) and R(t) be one-dimensional OLW and LW processes,
respectively, with the corresponding waiting times Ti satisfying (4) and jumps
Xi such that Xi = Ii ln(Ti+1) with Ii satisfying (7) with p = q = 0.5. Then

R̃(nt)
nα/2

⇒
√

E ln2(T1 + 1)B
(
S−1
α (t)

)
,

and
R(nt)
nα/2

⇒
√

E ln2(T1 + 1)B
(
S−1
α (t)

)
as n→∞, where B(t) is a standard Brownian motion independent of process
Sα(t).

Proof. See Appendix D.

Let us notice that the MSD of the limiting processes derived in Theorem 4
fulfills the following property

E
(√

E ln2 (T1 + 1)B
(
S−1
α (t)

))2

∝ tα ,

since its probability density function satisfies the above mentioned fractional
Fokker–Planck equation.

3. Conclusions

This paper concerns scaling limits of overshooting Lévy walk, which cor-
responds to ‘jump–wait’ scenario. We derived results devoted to the asymp-
totic behavior of some extensions of undershooting and overshooting Lévy
walk processes. These extensions were constructed by assuming power-law,
logarithmic and exponential dependence between waiting times and jumps.
Depending on the choice of the function, the limiting process can have infi-
nite second moment (power-law dependence) or display subdiffusive dynam-
ics (exponential and logarithmic dependence). The derived explicit formulas
for continuous-time limits of OLWs can be further applied to study their
properties, such as first passage times, laws of large numbers and fractality.
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Appendix A

Proof of Theorem 1

To prove Theorem 1 let us define the following array of jumps and waiting
times of considered model

{(Xn,i, Tn,i)}n,i≥1 =
{(
n−1/αIiTi, n

−1/αTi

)}
n,i≥1

and sequence of OLWs generated by this array

R̃n(t) = n−1/α

Nn(t)+1∑
i=1

IiTi ,

where Nn(t) is defined as

Nn(t) = max

{
k ≥ 1 : n−1/α

k∑
i=1

Ti ≤ t

}
. (A.1)

In the next part of the proof, we will find the limiting process of sequence
R̃nα(t). Let us introduce the following sequences of processes

An(t) =
[nt]∑
i=1

Xn,i , En(t) =
[nt]∑
i=1

Tn,i .

From the assumptions (5) and (8), it follows thatAn(t)⇒ Lα(t) andEn(t)⇒
Sα(t) respectively. In the next part of the proof, we will show the joint con-
vergence of (An(t), En(t))⇒ (Lα(t), Sα(t)) based on Theorem 3.2.2 [35].

Let us observe that the array {(Xn,i, Tn,i)} fulfills condition (a) of Theo-
rem 3.2.2 [35]. Namely, for any Borel sets B1 ∈ B(R\{0}) and B2 ∈ B(R+),
where R+ = [0,∞), we have that

nP (Xn,1 ∈ B1, Tn,1 ∈ B2) = nP
(
n−1/αI1T1 ∈ B1, n

−1/αT1 ∈ B2

)
= n

∫
B2

P (I1u ∈ B1)P
(
n−1/αT1 ∈ du

)
= np

∫
B2

I(u ∈ B1)P
(
n−1/αT1 ∈ du

)
+nq

∫
B2

I(−u ∈ B1)P
(
n−1/αT1∈du

)
,

and consequently

nP (Xn,1 ∈ dx1, Tn,1 ∈ dx2)

=
(
pδ(x2)(dx1) + qδ(−x2)(dx1)

)
nP
(
n−1/αT1 ∈ dx2

)
,
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where δa denotes the probability measure concentrated at point a. Due to
the fact that En(t)⇒ Sα(t) it follows that En(1)⇒ Sα(1). Next, using (6)
and Theorem 7.3.5 in [35] we have that Lévy measure of Sα is

νSα((x,∞)) =
σα

Γ (1− α) cos(πα/2)
x−α ,

where x > 0. Therefore, by means of Theorem 3.2.2 in [35] we have that

nP (n−1/αT1 > x) −→ νSα((x,∞)) =
σα

Γ (1− α) cos(πα/2)
x−α , (A.2)

as n→∞. Hence, by the relation (A.2), we obtain that

nP (Xn,1∈dx1, Tn,1∈dx2)

=
(
pδ(x2)(dx1) + qδ(−x2)(dx1)

)
nP
(
n−1/αT1∈dx2

)
−→

(
pδ(x2)(dx1) + qδ(−x2)(dx1)

)
νSα(dx2)

as n→∞. It is easy to check that measure ν(Lα,Sα) defined in the following
way

ν(Lα,Sα)(dx1, dx2) =
(
pδ(x2)(dx1) + qδ(−x2)(dx1)

)
νSα(dx2) (A.3)

is indeed a Lévy measure. Moreover, processes Sα and Lα do not have
Gaussian component in the Lévy–Khinchin representation, hence condition
(b) of Theorem 3.2.2 [35] if fulfilled with Q(Lα,Sα)(t) = 0. Finally, based on
Theorem 3.2.2 [35], we have that

(An(1), En(1)) d−→ (Lα(1), Sα(1)) ,

where d−→ denotes one-dimensional convergence in distribution. Therefore,
by Theorem 4.1 [36] we obtain

(An(t), En(t))⇒ (Lα(t), Sα(t)) .

Next, using Theorem 3.6 [25], we have that

R̃nα(t)⇒ Lα(S−1
α (t)) . (A.4)

Now, let us notice that Nnα(t) = N(nt), since based on (1) we have that

Nnα(t) = max

{
k ≥ 1 : (nα)−1/α

k∑
i=1

Ti ≤ t

}
= max

{
k ≥ 1 :

k∑
i=1

Ti ≤ tn

}
(A.5)



Scaling Limits of Overshooting Lévy Walks 1121

and let us observe also that

R̃nα(t) = (nα)−1/α

Nnα (t)+1∑
i=1

IiTi = n−1

N(nt)+1∑
i=1

IiTi =
R̃(nt)
n

. (A.6)

Therefore, sequences R̃nα(t) and R̃(nt)/n have the same limiting processes,
thus based on (A.4) we obtain the final result

R̃(nt)
n
⇒ Lα(S−1

α (t)) .

Note that from formula (A.3) one easily conclude that process Lα(t) and
Sα(t) have simultaneous jumps and the length of each jump of Lα(t) is
equal to the length of corresponding jump of Sα(t).

Appendix B

Proof of Theorem 2

The proof of Theorem 2 has similar structure to the proof of Theorem 1.
Let us define an array of jumps and waiting times corresponding to model
considered in Theorem 2

{(Xn,i, Tn,i)}n,i≥1 =
{(
n−γ/αIiT

γ
i , n

−1/αTi

)}
n,i≥1

(B.1)

and sequence of OLWs generated by this array

R̃n(t) = n−γ/α
Nn(t)+1∑
i=1

IiT
γ
i ,

where Nn(t) is defined as (A.1). In the next part of the proof, we will find
the limiting process of sequence R̃nα(t). Let us introduce the sequences of
processes corresponding to (B.1)

An(t) =
[nt]∑
i=1

Xn,i , En(t) =
[nt]∑
i=1

Tn,i .

It follows from the Appendix C in [32] and from the assumption (5), that
An(t) ⇒ Lα/γ(t) and En(t) ⇒ Sα(t), respectively. In the next part of the
proof, based on Theorem 3.2.2 [35], we will show the joint convergence of
(An(t), En(t))⇒ (Lα/γ(t), Sα(t)).
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Let us observe that array defined in (B.1) satisfy condition (a) of Theo-
rem 3.2.2 [35]. Namely, for any Borel sets B1 ∈ B(R\{0}) and B2 ∈ B(R+)
we have that

nP (Xn,1 ∈ B1, Tn,1 ∈ B2) = nP
(
n−γ/αI1T

γ
1 ∈ B1, n

−1/αT1 ∈ B2

)
=n
∫
B2

P (I1uγ ∈ B1)P
(
n−1/αT1 ∈ du

)
=np

∫
B2

I(uγ ∈ B1)P
(
n−1/αT1∈du

)
+nq

∫
B2

I(−uγ ∈ B1)P
(
n−1/αT1 ∈ du

)
and consequently

nP (Xn,1∈dx1, Tn,1∈dx2)

=
(
pδ(xγ2 )(dx1)+qδ(−xγ2 )(dx1)

)
nP
(
n−1/αT1∈dx2

)
.

Based on the property (A.2) we have that

nP (Xn,1 ∈ dx1, Tn,1 ∈ dx2) −→
(
pδ(xγ2 )(dx1) + qδ(−xγ2 )(dx1)

)
νSα(dx2)

(B.2)
as n→∞. It is easy to check that measure ν(Lα/γ ,Sα) defined in the following
way

ν(Lα/γ ,Sα)(dx1, dx2) =
(
pδ(xγ2 )(dx1) + qδ(−xγ2 )(dx1)

)
νSα(dx2) (B.3)

is indeed a Lévy measure. Moreover, processes Sα and Lα/γ do not have
Gaussian component in the Lévy–Khinchin representation, hence condition
(b) of Theorem 3.2.2 [35] if fulfilled with Q(Lα/γ ,Sα)(t) = 0. Finally, based

on Theorem 3.2.2 [35], we have that (An(1), En(1)) d−→ (Lα/γ(1), Sα(1))
and by Theorem 4.1 [36], we prove the joint convergence (An(t), En(t)) ⇒
(Lα/γ(t), Sα(t)).

Now, as a result of Theorem 3.6 [25], we have that R̃nα(t)⇒Lα/γ(S−1
α (t)).

Finally, using equality Nnα(t) = N(nt) given in formula (A.5), we obtain
that

R̃nα(t) = (nα)−γ/α
Nnα (t)+1∑

i=1

IiT
γ
i = n−γ

N(nt)+1∑
i=1

IiT
γ
i =

R̃(nt)
nγ

,

and therefore sequences R̃nα(t) and R̃(nt)/nγ have the same limiting pro-
cesses. Hence R̃nα(t)⇒ Lα/γ(S−1

α (t)) we obtain that

R̃(nt)
nγ

⇒ Lα/γ
(
S−1
α (t)

)
.
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Note that from formula (B.3) one easily concludes that process Lα(t) and
Sα(t) have simultaneous jumps and the length of each jump of Lα(t) is equal
to the length of corresponding jump of Sα(t) raised to the power γ.

Appendix C

Proof of Theorem 3

The proof of Theorem 3 has similar structure to the proof of Theorem 1.
Let us define the array of jumps and waiting times corresponding to consid-
ered model

{(Xn,i, Tn,i)}n,i≥1 = {(n−1/2Iie
−Ti , n−1/αTi)}n,i≥1 (C.1)

and partial sequences of OLWs generated by this array

R̃n(t) = n−1/2

Nn(t)+1∑
i=1

Iie
−Ti ,

where Nn(t) is defined as (A.1) and sequence {Ii}i≥1 has distribution
P (Ii = 1) = P (Ii = −1) = 1

2 . Let us introduce auxiliary sequences of
processes corresponding to (C.1)

An(t) =
[nt]∑
i=1

Xn,i , En(t) =
[nt]∑
i=1

Tn,i .

In the next part of the proof, we will find the limiting process of sequence
R̃nα(t).

First, based on Theorem 3.2.2 [35], we will show the joint convergence
(An(t), En(t)) ⇒ (

√
Ee−2T1B(t), Sα(t)). Let us observe that array defined

in (C.1) satisfy condition (a) of Theorem 3.2.2 [35]. Namely, for any Borel
sets B1 ∈ B(R\{0}) and B2 ∈ B(R+) we have that

nP (Xn,1 ∈ B1, Tn,1 ∈ B2) = nP
(
n−1/2I1e

−T1 ∈ B1, n
−1/αT1∈ B2

)
= n

∫
B2

P
(
n−1/2I1e

−n1/αu∈ B1

)
P
(
n−1/αT1∈ du

)
= 1

2n

∫
B2

I
(
n−1/2e−n

1/αu∈ B1

)
P
(
n−1/αT1∈ du

)
+ 1

2n

∫
B2

I
(
−n−1/2e−n

1/αu∈ B1

)
P
(
n−1/αT1∈ du

)
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and based on the property (A.2) we have

nP (Xn,1 ∈ dx1, Tn,1 ∈ dx2) = 1
2δ

“
n−1/2e−n

1/αx2

”(dx1)nP
(
n−1/αT1 ∈ dx2

)
+ 1

2δ
“
−n−1/2e−n

1/αx2

”(dx1)nP
(
n−1/αT1 ∈ dx2

)
−→ δ0(dx1)νSα(dx2) ,

as n→∞. It is easy to check that resulting measure

ν(B,Sα)(dx1, dx2) = δ0(dx1)νSα(dx2) (C.2)

is indeed a Lévy measure. Observe that

n

∫
‖x‖<ε

〈t,x〉2P (Xn,1 ∈ dx1, Tn,1 ∈ dx2)

= 1
2n

∫
‖x‖<ε

(
t1n
−1/2e−n

1/αx2 + t2x2

)2

δ“
n−1/2e−n

1/αx2
”(dx1)P

(
n−1/αT1 ∈ dx2

)

+ 1
2n

∫
‖x‖<ε

(
−t1n−1/2e−n

1/αx2 +t2x2

)2

δ“
−n−1/2e−n

1/αx2
”(dx1)P

(
n−1/αT1∈dx2

)

= t21

∫
‚‚‚“
n−1/2e−n

1/αx2 ,x2]
”‚‚‚<ε

e−2n1/αx2P
(
n−1/αT1 ∈ dx2

)

+ t22

∫
‚‚‚“
n−1/2e−n

1/αx2 ,x2

”‚‚‚<ε
x2

2nP
(
n−1/αT1 ∈ dx2

)
= t21Cn,1 + t22Cn,2 .

For arbitrary fixed ε > 0 and for all n > 1/(ε2 − x2
2) we observe that

Cn,1 =
∫
e−2n1/αx2I

(
e−2n1/αx2 < n

(
ε2 − x2

2

))
P
(
n−1/αT1 ∈ dx2

)
=
∫
e−2yP (T1 ∈ dy) = Ee−2T1 ,

and

Cn,2 ≤
∫

x2<ε

x2
2nP

(
n−1/αT1 ∈ dx2

)
→ const× ε2−α ,
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as n→∞. Since∫
‖x‖<ε

〈t,x〉P (Xn,1 ∈ dx1, Tn,1 ∈ dx2)

=
∫

‚‚‚“
n−1/2e−n

1/αx2 ,x2

”‚‚‚<ε
t2x2P

(
n−1/αT1 ∈ dx2

)

we have

0 ≤ n

 ∫
‖x‖<ε

〈t,x〉P (Xn,1 ∈ dx1, Tn,1 ∈ dx2)


2

=
1
n
t22

n
∫

‚‚‚“
n−1/2e−n

1/αx2 ,x2

”‚‚‚<ε
x2P

(
n−1/αT1 ∈ dx2

)
2

≤ 1
n
t22

 ∫
x2<ε

x2nP
(
n−1/αT1 ∈ dx2

)2

≤ 1
n
C2t22

for some constant C <∞. The last inequality is due to the fact that

∫
x2<ε

x2nP
(
n−1/αT1 ∈ dx2

)

is finite. Therefore, we obtain

Q(B,Sα)(t) = lim
ε→0

lim sup
n→∞

n

 ∫
‖x‖<ε

〈t,x〉2P (Xn,1 ∈ dx1, Tn,1 ∈ dx2)

−

 ∫
‖x‖<ε

〈t,x〉P (Xn,1 ∈ dx1, Tn,1 ∈ dx2)


2
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= lim
ε→0

lim inf
n→∞

n

 ∫
‖x‖<ε

〈t,x〉2P (Xn,1 ∈ dx1, Tn,1 ∈ dx2)

−

 ∫
‖x‖<ε

〈t,x〉P (Xn,1 ∈ dx1, Tn,1 ∈ dx2)


2 = t21Ee−2T1 .

Finally, we checked that the condition (b) of Theorem 3.2.2 [35] is ful-
filled with Q(B,Sα)(t) = t21Ee−2T1 , which implies that following convergence

(An(1), En(1)) d−→ (
√

Ee−2T1B(1), Sα(1)) and then by Theorem 4.1 [36], we
obtain that (An(t), En(t)) ⇒ (

√
Ee−2T1B(t), Sα(t)). As a result of The-

orem 3.6 [25], we have that R̃nα(t) ⇒
√

Ee−2T1B(S−1
α (t)). Finally, using

equality Nnα(t) = N(nt) given in (A.5) we obtain

R̃nα(t) = (nα)−1/2

Nnα (t)+1∑
i=1

Iie
−Ti = n−α/2

N(nt)+1∑
i=1

Iie
−Ti =

R̃(nt)
nα/2

(C.3)

and therefore sequences R̃nα(t) and R̃(nt)/nα/2 have the same limiting pro-
cesses. As R̃nα(t)⇒

√
Ee−2T1B(S−1

α (t)) we prove that

R̃(nt)
nα/2

⇒
√

Ee−2T1B
(
S−1
α (t)

)
.

Note that form formula (C.2) one easily concludes that process B(t) and
Sα(t) are independent.

Appendix D

Proof of Theorem 4

First, let us prove the result for OLW process, then by simple modifica-
tion we will prove the corresponding result for LW process.

Let us define the following array of jumps and waiting times correspond-
ing to the considered model

{(Xn,i, Tn,i)}n,i≥1 =
{(
n−1/2Ii ln (Ti + 1), n−1/αTi

)}
n,i≥1

(D.1)

and sequence of OLWs generated by this array

R̃n(t) = n−1/2

Nn(t)+1∑
i=1

Ii ln (Ti + 1) ,
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where Nn(t) is defined as (A.1) and sequence {Ii}i≥1 has distribution
P (Ii = 1) = P (Ii = −1) = 1

2 .

Let us introduce the sequences of processes corresponding to (D.1)

An(t) =
[nt]∑
i=1

Xn,i , En(t) =
[nt]∑
i=1

Tn,i .

In the next part, based on Theorem 3.2.2 [35], we will show the joint con-

vergence of (An(t), En(t))⇒ (
√

E ln2 (T1 + 1)B(t), Sα(t)) .

Let us observe that array defined in (D.1) satisfy condition (a) of Theo-
rem 3.2.2 [35]. Namely, for any Borel sets B1 ∈ B(R\{0}) and B2 ∈ B(R+)
we have that

nP (Xn,1 ∈ B1, Tn,1 ∈ B2) = nP
(
n−1/2I1 ln (Ti + 1) ∈ B1, n

−1/αT1∈ B2

)
= n

∫
B2

P
(
n−1/2I1 ln (n1/αu+ 1)∈ B1

)
P
(
n−1/αT1∈ du

)
= n

1
2

∫
B2

I
(
n−1/2 ln (n1/αu+ 1)∈ B1

)
P
(
n−1/αT1∈ du

)
+n

1
2

∫
B2

I
(
−n−1/2 ln (n1/αu+ 1)∈ B1

)
P
(
n−1/αT1∈ du

)

and based on property (A.2) we have that

nP (Xn,1 ∈ dx1, Tn,1 ∈ dx2)

= 1
2δ(n−1/2 ln (n1/αdx2+1))(dx1)nP

(
n−1/αT1 ∈ dx2

)
+1

2δ(n−1/2 ln (−n1/αdx2+1))(dx1)nP
(
n−1/αT1 ∈ dx2

)
−→ δ0(dx1)νSα(dx2) ,
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as n → ∞. As in Appendix C measure ν(B,Sα) is indeed a Lévy measure.
Let us observe that

n

∫
‖x‖<ε

〈t,x〉2P (Xn,1 ∈ dx1, Tn,1 ∈ dx2)

=
n

2

∫
||x||<ε

(
t1n
−1/2 ln

(
n1/αx2 + 1

)
+ t2x2

)2

× δ(n−1/2 ln(n1/αx2+1))(dx1)P
(
n−1/αT1∈dx2

)
+
n

2

∫
||x‖<ε

(
−t1n−1/2 ln

(
n1/αx2 + 1

)
+ t2x2

)2

× δ(−n−1/2 ln(n1/αx2+1))(dx1)P
(
n−1/αT1∈dx2

)
= n

∫
‖(n−1/2 ln(n1/αx2+1),x2)‖<ε

[
t21n
−1 ln2

(
n1/αx2 + 1

)
+ t22x

2
2

]
P
(
n−1/αT1 ∈ dx2

)

= t21

∫
‖(n−1/2 ln(n1/αx2+1),x2)‖<ε

ln2
(
n1/αx2 + 1

)
P
(
n−1/αT1 ∈ dx2

)

+t22

∫
‖(n−1/2 ln(n1/αx2+1),x2)‖<ε

x2
2nP

(
n−1/αT1 ∈ dx2

)
= t21Cn,1 + t22Cn,2 .

For arbitrary fixed ε and for all n >
(

x2
2

ε2−x2
2

) α
α−2 we observe that

Cn,1

=
∫

ln2
(
n1/αx2 + 1

)
I
(
ln2
(
n1/αx2 + 1

)
< n2/αx2

2

)
P
(
n−1/αT1 ∈ dx2

)
=
∫

ln2(y + 1)P (T1 ∈ dy) = E ln2(T1 + 1) ,

and as n→∞

0 ≤ Cn,2 ≤
∫

x2<ε

x2
2nP

(
n−1/αT1 ∈ dx2

)
→ const× ε2−α .
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Moreover, we have that

n

 ∫
‖x‖<ε

〈t,x〉P (Xn,1 ∈ dx1, Tn,1 ∈ dx2)


2

=n

1
2

∫
‖x‖<ε

(
t1n
−1/2 ln

(
n1/αx2 + 1

)
+ t2x2

)
× δ(n−1/2 ln(n1/αx2+1))(dx1)P

(
n−1/αT1 ∈ dx2

)
+

1
2

∫
‖x‖<ε

(
−t1n−1/2 ln

(
n1/αx2 + 1

)
+t2x2

)

× δ(−n−1/2 ln(n1/αx2+1))(dx1)P
(
n−1/αT1 ∈ dx2

))2

= n

 ∫
‖(n−1/2 ln(n1/αx2+1),x2)‖<ε

t2x2P
(
n−1/αT1 ∈ dx2

)
2

=
1
n
t22

n ∫
‖(n−1/2 ln(n1/αx2+1),x2)‖<ε

x2P
(
n−1/αT1∈dx2

)
2

≤ 1
n
t22

 ∫
x2<ε

x2nP
(
n−1/αT1 ∈ dx2

)2

=
1
n
t22
(
const · ε1−α

)2 → 0 ,

as n→∞. Therefore, we have

Q(B,Sα)(t) = lim
ε→0

lim sup
n→∞

n

 ∫
‖x‖<ε

〈t,x〉2P (Xn,1 ∈ dx1, Tn,1 ∈ dx2)

−

 ∫
‖x‖<ε

〈t,x〉P (Xn,1 ∈ dx1, Tn,1 ∈ dx2)


2
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= lim
ε→0

lim inf
n→∞

n

 ∫
‖x‖<ε

〈t,x〉2P (Xn,1 ∈ dx1, Tn,1 ∈ dx2)

−

 ∫
‖x‖<ε

〈t,x〉P (Xn,1 ∈ dx1, Tn,1 ∈ dx2)


2

= t21E ln2(T1 + 1) .

We checked that the condition (b) of Theorem 3.2.2 [35] is fulfilled with
Q(B,Sα)(t) = t21E ln2(T1 + 1). This fact implies that (An(1), En(1)) d−→(√

E ln2(T1 + 1)B(1), Sα(1)
)
, so by Theorem 4.1 [36] we can conclude the

following joint convergence (An(t), En(t)) ⇒
(√

E ln2(T1 + 1)B(t), Sα(t)
)
.

As a result of Theorem 3.6 [25], we have that R̃nα(t)⇒
√

Ee−2T1B(S−1
α (t)).

We can easily check that Nnα(t) = N(nt) (see A.5) and that R̃nα(t) =
R̃(nt)/nα/2 (see C.3) and therefore we obtain that sequences R̃nα(t) and
R̃(nt)/nα/2 have the same limiting processes.

As R̃nα(t)⇒
√

E ln2(T1 + 1)B(S−1
α (t)) we prove that

R̃(nt)
nα/2

⇒
√

E ln2(T1 + 1)B(S−1
α (t)) .

The proof of the corresponding result for LW process has similar struc-
ture to the proof of OLW part. The main difference comes from the fact
that LW process has different counting process than OLW process. For the
array defined in (D.1) let us define corresponding sequence of LWs

Rn(t) = n−1/2

Nn(t)∑
i=1

Ii ln (Ti + 1) ,

where Nn(t) is defined as (A.1). Since the following holds N(nt) = Nnα(t)
we can derive analogously to (C.3) that Rnα(t) = R(nt)/nα/2. Therefore,
sequences Rnα(t) = R(nt)/nα/2 have the same limiting processes. By analo-
gous calculations as in the OLW case, we find the limiting process of sequence
Rnα(t). Namely, it follows from the proof of OLW part that the sequences
An(t) and En(t) corresponding to (D.1) converge jointly (An(t), En(t)) ⇒
(
√

E ln2 (T1 + 1)B(t), Sα(t)). Finally, using Theorem 3.6 [25] we have the
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following result Rnα(t)⇒
√

E ln2(T1 + 1)B(S−1
α (t)) as the processes B and

S−1
α are continuous. Therefore, since R(nt)/nα/2 and Rnα(t) have the same

limiting process, we prove our statement

R(nt)
nα/2

⇒
√

E ln2(T1 + 1)B((S−1
α (t)) .

Note that the Lévy measure ν(B,Sα) is of the same form as in formula (C.2)
and similarly one concludes the independence of process B(t) and Sα(t).
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