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In this paper, we introduce a time-changed geometric Brownian motion and investigate the corresponding martingale properties and fractional Fokker-Planck type equation. As an application, we prove that the market model considered is arbitrage-free and gives pricing formulae for the prices of European call options when the underlying asset price follows the time-changed geometric Brownian motion.
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## 1. Introduction

Recent developments in the area of statistical physics confirm that the classical diffusion models based on the Brownian motion fail to provide satisfactory description of many complex systems (e.g. see [1]). Therefore, systems exhibiting anomalous diffusive behavior, especially subdiffusive behavior, attract growing attention in many fields, including physics, finance, biophysics and so on (e.g. [2, 3, 4, 5, 6]). The common description of subdiffusive processes is in terms of the fractional Fokker-Planck equation (FFPE) which is first derived from the continuous-time random walk (CTRW) with heavy-tailed waiting times $[2,7,8]$. The CTRW model has been proved to be a useful tool for the description of systems out of equilibrium [2, 9], especially of anomalous diffusion phenomena. In the CTRW model without external force, the motion of a particle is completely determined by the two probability density functions (PDFs), namely, jump length PDF and waiting

[^0]time PDF. Different types of CTRW models come out through specifying waiting time PDFs. If the waiting times between consecutive jumps follow a power law, then the CTRW results in a subordinate process (or anomalous diffusion) $X\left(T_{\alpha}(t)\right)$, where $X(\tau)$ is a stable Lévy process and $T_{\alpha}(t)$ is the inverse $\alpha$-stable subordinator independent of $X(\tau)[10,11]$. In particular, if the jump lengths satisfy certain conditions, $X(\tau)$ becomes the Brownian motion $B(\tau)$. Recently, Magdziarz theoretically showed that this type of subdiffusions can be used to study option pricing [12] and subsequently Liang et al. [13] generalized Magdziarz's model to a composite-diffusive regime. Meanwhile, Janczura and Wyłomańska [14] presented two examples of economic data exhibiting subdiffusive behavior and modeled the market data using the subdiffusion with a constant force. In [12], Magdziarz introduced a subdiffusive geometric Brownian motion (SGBM) and gave the corresponding FFPE and the Black-Scholes formulae for the fair prices of European options when the underlying asset price is given by the SGBM $Z\left(T_{\alpha}(t)\right)$, where $T_{\alpha}(t)$ is the inverse $\alpha$-stable subordinator defined in the following way
\[

$$
\begin{equation*}
T_{\alpha}(t)=\inf \left\{\tau>0: U_{\alpha}(\tau)>t\right\}, \quad 0<\alpha<1 \tag{1}
\end{equation*}
$$

\]

$\left\{U_{\alpha}(\tau)\right\}_{\tau \geq 0}$ is the strictly increasing $\alpha$-stable Lévy process with Laplace transform $\mathbb{E}\left(e^{-u U_{\alpha}(\tau)}\right)=e^{-\tau u^{\alpha}}, Z(\tau)$ follows a geometric Brownian motion

$$
\begin{equation*}
Z(\tau)=Z_{0} \exp \{\mu \tau+\sigma B(\tau)\}, \quad Z_{0}>0 \tag{2}
\end{equation*}
$$

or is equivalently defined in the form of the Itô stochastic differential equation

$$
\begin{equation*}
d Z(\tau)=\left(\mu+\frac{\sigma^{2}}{2}\right) Z(\tau) d t+\sigma Z(\tau) d B(\tau), \quad Z(0)=Z_{0}>0 \tag{3}
\end{equation*}
$$

with constant drift $\mu$ and volatility $\sigma$, and $B(\tau)$ is the standard Brownian motion independent of $T_{\alpha}(t)$.

The inverse $\alpha$-stable subordinator $T_{\alpha}(t)$ is continuous and nondecreasing and hence it can be used as a time-change process. In this paper, we extend the notion of time-change process to the more general case. That is, by replacing the time-change process $T_{\alpha}(t)$ by the first-passage time process $T_{\nu}(t)$ of a mixture of stable subordinators w.r.t. (with respect to) a Borel probability measure $\nu$ on $(0,1)$, we introduce a new time-changed geometric Brownian motion

$$
\begin{equation*}
Z_{\nu}(t)=Z\left(T_{\nu}(t)\right) \tag{4}
\end{equation*}
$$

where $Z(\tau)$ satisfies (3) and the process $B(\tau)$ is independent of $T_{\nu}(t)$ (see Section 2) which contains previously $\operatorname{SGBM} Z\left(T_{\alpha}(t)\right)$ as a special subclass. Inspired by the idea and method in [12], we show some properties of the
processes related to $Z_{\nu}(t)$ and discuss the generalized Black-Scholes formula of the European options when the asset prices are described by the timechanged Brownian motion.

This paper is organized as follows. In Section 2, a time-changed geometric Brownian motion and the corresponding fractional Fokker-Planck type equation are discussed. In Section 3, martingale properties for the processes $B\left(T_{\nu}(t)\right)$ and $Z_{\nu}(t)$ are obtained. In Section 4 , as an application, the generalized Black-Scholes type formulae of the European options are given when the asset prices are described by the time-changed Brownian motion.

## 2. Time-changed geometric Brownian motion

### 2.1. Subordinator and its inverse

A Lévy process $\{U(\tau)\}_{\tau \geq 0}$ with nonnegative increments is called a subordinator. The Laplace transform of $U(\tau)$ has the form

$$
\mathbb{E}\left[e^{-u U(\tau)}\right]=e^{-\tau \psi(u)}, \quad u \geq 0
$$

with the Laplace exponent $\psi(u)$ given by

$$
\psi(z)=\beta z+\int_{(0,+\infty)}\left(1-e^{-x z}\right) d \rho(x)
$$

for any complex $z$ with $\operatorname{Re} z \geq 0$, where $\beta \geq 0$ is a drift parameter and $\rho$ is a measure satisfying $\int_{(0,+\infty)} \min \{1, x\} d \rho(x)<+\infty$ [15] which is called the Lévy measure of $\{U(\tau)\}_{\tau \geq 0}$. In particular, when $\psi(u)=u^{\alpha}, \alpha \in(0,1)$, $U(\tau)=U_{\alpha}(\tau)$ is a $\alpha$-stable subordinator. Given a subordinator $\{U(\tau)\}_{\tau \geq 0}$, the first-passage time process defined by

$$
T(t):=\inf \{\tau>0: U(\tau)>t\}
$$

is called the inverse subordinator of $U(\tau)$.
Let $\nu$ be a Borel probability measure on $(0,1)$ and $\psi_{\nu}(u)=\int_{(0,1)} u^{x} d \nu(x)$. Consider a stochastic processes $\left\{U_{\nu}(\tau)\right\}_{\tau \geq 0}$ with Laplace transform $\mathbb{E} e^{-u U_{\nu}(\tau)}=e^{-\tau \psi_{\nu}(u)}$. It can be shown that the process $\left\{U_{\nu}(\tau)\right\}_{\tau \geq 0}$ has the same one-dimensional distributions with some subordinator (see Theorem 2.1).

Lemma 2.1 ([15], p. 216) For every $\alpha \in(0,1)$, the Lévy measure of $U_{\alpha}(t)$ is absolutely continuous w.r.t. the Lebesgue measure on $(0,+\infty)$ with the density function $h_{\alpha}(x)=\frac{\alpha}{\Gamma(1-\alpha)} x^{-\alpha-1}, x>0$.

Theorem 2.1 The stochastic process $\left\{U_{\nu}(\tau)\right\}_{\tau \geq 0}$ with the Laplace transform $\mathbb{E} e^{-u U_{\nu}(\tau)}=e^{-\tau \psi_{\nu}(u)}$ has the same one-dimensional distributions with a subordinator, where $\psi_{\nu}(u)=\int_{(0,1)} u^{x} d \nu(x)$ and $\nu$ is a Borel probability measure on $(0,1)$.

Proof. It follows from Lemma 2.1 that, for $u \geq 0$,

$$
\begin{aligned}
\psi_{\nu}(u) & =\int_{(0,1)} u^{\alpha} d \nu(\alpha)=\int_{(0,1)} \int_{(0,+\infty)}\left(1-e^{-u x}\right) \frac{\alpha}{\Gamma(1-\alpha)} x^{-\alpha-1} d x d \nu(\alpha) \\
& =\int_{(0,+\infty)}\left(1-e^{-u x}\right) \int_{(0,1)} \frac{\alpha}{\Gamma(1-\alpha)} x^{-\alpha-1} d \nu(\alpha) d x<+\infty
\end{aligned}
$$

If set $h_{\nu}(x)=\int_{(0,1)} \frac{\alpha}{\Gamma(1-\alpha)} x^{-\alpha-1} d \nu(\alpha)$, then $h_{\nu}(x)<+\infty$ for arbitrary $x>0$ and

$$
\int_{(0,1]} x h_{\nu}(x) d x+\int_{(1,+\infty)} h_{\nu}(x) d x<+\infty
$$

Let $\rho_{\nu}$ be the Borel measure on $(0,+\infty)$ satisfying $d \rho_{\nu}(x)=h_{\nu}(x) d x$. Taking advantage of Lévy-Itô decomposition, there exits a subordinator which has the Laplace exponent $\psi_{\nu}(u)$ and Lévy measure $\rho_{\nu}$. That is, this subordinator has the same one-dimensional distributions with $\left\{U_{\nu}(\tau)\right\}_{\tau \geq 0}$ and the theorem holds.

Therefore, in this paper we always denote $\left\{U_{\nu}(\tau)\right\}_{\tau \geq 0}$ as the subordinator with the Laplace exponent $\psi_{\nu}(u)$.

### 2.2. Time-changed geometric Brownian motion

We introduce a time-changed geometric Brownian motion $Z_{\nu}(t)=$ $Z\left(T_{\nu}(t)\right)$, where $\nu$ and $\psi_{\nu}(u)$ are given in Subsection 2.1, $Z(\tau)$ satisfies (3), $T_{\nu}(t)$ is the inverse of the subordinator $U_{\nu}(t)$ with the Laplace exponent $\psi_{\nu}(u)$ and the processes $B(\tau)$ and $T_{\nu}(t)$ are independent. As a special case, when $\nu=\delta_{\alpha}$, the Dirac measure concentrated on a single point $\alpha \in(0,1)$, the processes $U_{\nu}(\tau)$ and $Z_{\nu}(t)$ become respectively the $\alpha$-stable subordinator $U_{\alpha}(\tau)$ with Laplace transform $\mathbb{E} e^{-u U_{\alpha}(\tau)}=e^{-\tau u^{\alpha}}$ and the SGBM $Z\left(T_{\alpha}\right)$ introduced by Magdziarz [12]. Therefore, $Z_{\nu}(t)=Z\left(T_{\nu}(t)\right)$ is a generalization of the SGBM. The process $U_{\nu}$ represents a mixture of independent stable subordinators w.r.t. the measure $\nu$. For example, if $\nu=c_{1} \delta_{\alpha_{1}}+c_{2} \delta_{\alpha_{2}}$ with $\alpha_{1}, \alpha_{2} \in(0,1)$, then $U_{\nu}(t)=c_{1}^{1 / \alpha_{1}} U_{\alpha_{1}}(t)+c_{2}^{1 / \alpha_{2}} U_{\alpha_{2}}(t)$ is the mixture of two independent stable subordinators $U_{\alpha_{1}}(t)$ and $U_{\alpha_{2}}(t)$, where $c_{1}, c_{2}>0$ are constants and $c_{1}+c_{2}=1$. Moreover, if $\nu$ is a weighted sum of finite Dirac measures, then the following property holds. Fig. 1 shows simple realizations of the processes $Z_{\nu}(t)$ corresponding different parameters.


Fig. 1. Simple realizations of the processes $Z_{\nu}(t)$ corresponding different parameters $\mu=0.05, \sigma=0.1, Z_{\nu}(0)=1$ and $\nu$, where $\nu=\delta_{0.6}$ in the left figure, and $\nu=\frac{1}{2} \delta_{0.6}+\frac{1}{2} \delta_{0.9}$ in the right figure.

Property 2.1 If $\nu=\sum_{i=1}^{n} c_{i} \delta_{\alpha_{i}}, 0<\alpha_{1}<\alpha_{2}<\cdots<\alpha_{n}<1,0<c_{i}<1$, $\sum_{i=1}^{n} c_{i}=1$, then $\psi_{\nu}(k)=\sum_{i=1}^{n} c_{i} k^{\alpha_{i}}$ and

$$
\begin{aligned}
\mathbb{E} T_{\nu}(t) & =\mathscr{L}_{k \rightarrow t}^{-1}\left\{\frac{1}{k \psi_{\nu}(k)}\right\}(t)=\frac{1}{2 \pi i} \int_{1-i \infty}^{1+i \infty} \frac{e^{k t}}{\sum_{i=1}^{n} c_{i} k^{\alpha_{i}+1}} d k \\
& =\frac{t^{\alpha_{1}}}{2 \pi i} \int_{1-i \infty}^{1+i \infty} \frac{e^{z}}{\sum_{i=1}^{n} c_{i} t^{\alpha_{1}-\alpha_{i}} z^{\alpha_{i}+1}} d z
\end{aligned}
$$

Note that

$$
\begin{aligned}
& \left|\frac{1}{2 \pi i} \int_{1-i \infty}^{1+i \infty} \frac{e^{z}}{\sum_{i=1}^{n} c_{i} t^{\alpha_{1}-\alpha_{i}} z^{\alpha_{i}+1}} d z\right| \leq \frac{1}{\pi} \int_{0}^{+\infty} \frac{e}{\left|\sum_{i=1}^{n} c_{i} t^{\alpha_{1}-\alpha_{i}}(1+i x)^{\alpha_{i}+1}\right|} d x \\
& \leq \frac{1}{\pi} \int_{0}^{+\infty} \frac{e}{c_{1}\left(1+x^{2}\right)^{\frac{\alpha_{1}+1}{2}}} d x<+\infty
\end{aligned}
$$

Then, there exists a positive number $M\left(\alpha_{1}\right)<+\infty$ such that $\mathbb{E} T_{\nu}(t)=$ $\mathbb{E} B^{2}\left(T_{\nu}(t)\right) \leq M\left(\alpha_{1}\right) t^{\alpha_{1}}$.

In general, the PDF of the time-changed geometric Brownian motion $Z_{\nu}(t)=Z\left(T_{\nu}(t)\right)$ satisfies the following fractional Fokker-Planck equation, which first appeared in [16]. Here, we give a little different proof.

Theorem 2.2 The PDF $w(x, t)$ of $Z_{\nu}(t)$ satisfies the fractional FokkerPlanck type equation

$$
\int_{(0,1)}{ }_{0}^{C} D_{t}^{\alpha} w(x, t) d \nu(\alpha)=-\left(\mu+\frac{\sigma^{2}}{2}\right) \frac{\partial}{\partial x} x w(x, t)+\frac{\sigma^{2}}{2} \frac{\partial^{2}}{\partial x^{2}} x^{2} w(x, t)
$$

where ${ }_{0}^{C} D_{t}^{\alpha} f(t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t}(t-x)^{-\alpha} f^{\prime}(x) d x$ is Caputo's fractional derivative.

Proof. The random variables (RV) and their PDFs are listed as follows

| RV | $U_{\nu}(\tau)$ | $T_{\nu}(t)$ | $Z(t)$ | $Z_{\nu}(t)$ |
| :---: | :---: | :---: | :---: | :---: |
| PDF | $s(t, \tau)$ | $l(\tau, t)$ | $z(x, t)$ | $w(x, t)$ |

Denote by $\hat{l}(\tau, k)=\mathscr{L}_{t \rightarrow k}\{l(\tau, t)\}(k)$ the Laplace transform of $l(\tau, t)$ w.r.t. $t$. Then

$$
\begin{align*}
\hat{l}(\tau, k) & =\mathscr{L}_{t \rightarrow k}\{l(\tau, t)\}(k)=\mathscr{L}_{t \rightarrow k}\left\{\frac{\partial}{\partial \tau} \operatorname{Pr}\left(T_{\nu}(t) \leq \tau\right)\right\}(k) \\
& =-\mathscr{L}_{t \rightarrow k}\left\{\frac{\partial}{\partial \tau} \operatorname{Pr}\left(U_{\nu}(\tau) \leq t\right)\right\}(k)=-\frac{\partial}{\partial \tau} \mathscr{L}_{t \rightarrow k}\left\{\int_{0}^{t} s(x, \tau) d x\right\}(k) \\
& =-\frac{\partial}{\partial \tau}\left(\frac{1}{k} e^{-\tau \psi_{\nu}(k)}\right)=\frac{\psi_{\nu}(k)}{k} e^{-\tau \psi_{\nu}(k)} \tag{5}
\end{align*}
$$

By using the total probability formula and (5), we get

$$
\begin{align*}
w(x, t) & =\int_{0}^{+\infty} z(x, \tau) l(\tau, t) d \tau, \quad w(x, 0)=z(x, 0) \\
\hat{w}(x, k) & =\int_{0}^{+\infty} z(x, \tau) \hat{l}(\tau, k) d \tau=\int_{0}^{+\infty} z(x, \tau) \frac{\psi_{\nu}(k)}{k} e^{-\tau \psi_{\nu}(k)} d \tau \\
& =\frac{\psi_{\nu}(k)}{k} \hat{z}\left(x, \psi_{\nu}(k)\right) \tag{6}
\end{align*}
$$

Since $Z(t)$ is given by (3), $z(x, t)$ satisfies the standard Fokker-Planck equation

$$
\begin{equation*}
\frac{\partial z(x, t)}{\partial t}=-\left(\mu+\frac{\sigma^{2}}{2}\right) \frac{\partial}{\partial x} x z(x, t)+\frac{\sigma^{2}}{2} \frac{\partial^{2}}{\partial x^{2}} x^{2} z(x, t) \tag{7}
\end{equation*}
$$

with the boundary condition $z(x, 0)=\delta_{Z_{0}}(x)$. The Laplace form of (7) is

$$
k \hat{z}(x, k)-z(x, 0)=-\left(\mu+\frac{\sigma^{2}}{2}\right) \frac{\partial}{\partial x} x \hat{z}(x, k)+\frac{\sigma^{2}}{2} \frac{\partial^{2}}{\partial x^{2}} x^{2} \hat{z}(x, k) .
$$

Replacing $k$ by $\psi_{\nu}(k)$, we get

$$
\begin{aligned}
& \psi_{\nu}(k) \hat{z}\left(x, \psi_{\nu}(k)\right)-z(x, 0) \\
& =-\left(\mu+\frac{\sigma^{2}}{2}\right) \frac{\partial}{\partial x} x \hat{z}\left(x, \psi_{\nu}(k)\right)+\frac{\sigma^{2}}{2} \frac{\partial^{2}}{\partial x^{2}} x^{2} \hat{z}\left(x, \psi_{\nu}(k)\right) .
\end{aligned}
$$

Noting that $w(x, 0)=z(x, 0)=\delta_{Z_{0}}(x)$ and (6), we have

$$
\begin{align*}
& \psi_{\nu}(k) \hat{w}(x, k)-\frac{\psi_{\nu}(k)}{k} w(x, 0) \\
& =-\left(\mu+\frac{\sigma^{2}}{2}\right) \frac{\partial}{\partial x} x \hat{w}(x, k)+\frac{\sigma^{2}}{2} \frac{\partial^{2}}{\partial x^{2}} x^{2} \hat{w}(x, k) \tag{8}
\end{align*}
$$

Taking the inverse Laplace transform of both sides of (8), from Theorem 2.1 and

$$
\begin{equation*}
\mathscr{L}_{t \rightarrow k}\left\{{ }_{0}^{C} D_{t}^{\alpha} f(t)\right\}(k)=k^{\alpha} \mathscr{L}_{t \rightarrow k}\{f(t)\}(k)-k^{\alpha-1} f(0) \tag{22}
\end{equation*}
$$

we obtain the result of the theorem

$$
\begin{equation*}
\int_{(0.1)}{ }_{0}^{C} D_{t}^{\alpha} w(x, t) d \nu(\alpha)=-\left(\mu+\frac{\sigma^{2}}{2}\right) \frac{\partial}{\partial x} x w(x, t)+\frac{\sigma^{2}}{2} \frac{\partial^{2}}{\partial x^{2}} x^{2} w(x, t) . \tag{0,1}
\end{equation*}
$$

Remark: The equation in Theorem 2.2 can be seen as a diffusion equation with fractional derivative of distributed-order, which is widely used in the kinetic description of anomalous diffusion. In this field, there are some important papers (e.g. [17, 18, 19, 20]).

## 3. Martingale properties

For convenience, we assume that the Brownian motion $\{B(t)\}_{t \geq 0}$, the subordinator $\left\{U_{\nu}(t)\right\}_{t \geq 0}$ and its inverse $\left\{T_{\nu}(t)\right\}_{t \geq 0}$ are defined on a complete probability space $(\Omega, \mathscr{F}, \mathbb{P}) .\{B(t)\}_{t \geq 0}$ with the Brownian filtration $\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$ is continuous, $U_{\nu}$ is strictly increasing with càdlàg (right-continuous with left limits) trajectories and so $\left\{T_{\nu}(t)\right\}_{t \geq 0}$ is continuous. Let $\widetilde{\mathscr{F}}:=$ $\sigma\left(T_{\nu}(t): t \geq 0\right)$ be independent of the sub-algebra $\sigma\left(\mathscr{F}_{t}: t \geq 0\right)$ of $\mathscr{F}$ and $\mathscr{G}_{t}=\mathscr{F}_{t} \vee \widetilde{\mathscr{F}}:=\sigma\left(\mathscr{F}_{t}, \widetilde{\mathscr{F}}\right)$. Then, we can obtain the following martingale properties.

Lemma 3.1 $\mathbb{E}\left[e^{T_{\nu}(t)}\right]<+\infty, \mathbb{E}\left[T_{\nu}^{n}(t)\right]<+\infty$ and $\mathscr{L}_{t \rightarrow k}\left\{\mathbb{E} T_{\nu}^{n}(t)\right\}(k)=$ $\frac{n!}{k \psi_{\nu}^{n}(k)}, n \in \mathbb{N}$.

Proof. It follows from (5) that

$$
\begin{align*}
\mathscr{L}_{t \rightarrow k}\left\{\mathbb{E}\left[e^{T_{\nu}(t)}\right]\right\}(k) & =\mathscr{L}_{t \rightarrow k}\left\{\int_{0}^{+\infty} e^{x} l(x, t) d x\right\}(k)=\int_{0}^{+\infty} e^{x} \hat{l}(x, k) d x \\
& =\int_{0}^{+\infty} \frac{\psi_{\nu}(k)}{k} e^{-x\left(\psi_{\nu}(k)-1\right)} d x \tag{9}
\end{align*}
$$

Note that if $k>1$, then $\psi_{\nu}(k)>1$. Thus it follows from (9) that $\mathscr{L}_{t \rightarrow k}\left\{\mathbb{E}\left[e^{T_{\nu}(t)}\right]\right\}(k)<+\infty$ which implies $\mathbb{E}\left[e^{T_{\nu}(t)}\right]<+\infty$. As a direct conclusion, for any $n \in \mathbb{N}, \mathbb{E}\left[T_{\nu}^{n}(t)\right]<+\infty$. Furthermore,

$$
\begin{aligned}
\mathscr{L}_{t \rightarrow k}\left\{\mathbb{E}\left[T_{\nu}^{n}(t)\right]\right\}(k) & =\mathscr{L}_{t \rightarrow k}\left\{\int_{0}^{+\infty} x^{n} l(x, t) d x\right\}(k)=\int_{0}^{+\infty} x^{n} \hat{l}(x, k) d x \\
& =\frac{1}{k \psi_{\nu}^{n}(k)} \int_{0}^{+\infty} x^{n} e^{-x} d x=\frac{n!}{k \psi_{\nu}^{n}(k)} .
\end{aligned}
$$

By using the similar argument as above, the following result can be obtained.

Corollary 3.1 The Laplace transform of the inverse subordinator $T_{\nu}(t)$ can be represented as

$$
\begin{equation*}
\mathbb{E}\left[e^{-u T_{\nu}(t)}\right]=\mathscr{L}_{k \rightarrow t}^{-1}\left\{\frac{\psi_{\nu}(k)}{k\left(\psi_{\nu}(k)+u\right)}\right\}(t)=\frac{1}{2 \pi i} \int_{\gamma-i \infty}^{\gamma+i \infty} e^{k t} \frac{\psi_{\nu}(k)}{k\left(\psi_{\nu}(k)+u\right)} d k \tag{10}
\end{equation*}
$$

where $\gamma$ is a fixed positive number such that $\psi_{\nu}(\gamma)>|u|$.
Lemma 3.2 $B\left(T_{\nu}(t)\right)$ is a continuous martingale.
The proof of this lemma is similar to that in [21].
Corollary 3.2 For every $\lambda \in \mathbb{R}$, the process $\exp \left\{\lambda B\left(T_{\nu}(t)\right)-\frac{\lambda^{2}}{2} T_{\nu}(t)\right\}$ is a continuous $\left\{\mathscr{H}_{t}\right\}$-martingale.

Proof. Note the fact that the quadratic variance of $B\left(T_{\nu}(t)\right)$ satisfies $\left\langle B\left(T_{\nu}(t)\right)\right\rangle=T_{\nu}(t)$ and the following result

$$
\begin{aligned}
\mathbb{E} \exp \left\{\lambda B\left(T_{\nu}(t)\right)-\frac{\lambda^{2}}{2} T_{\nu}(t)\right\} & =\int_{0}^{+\infty}\left(\mathbb{E} \exp \left\{\lambda B(x)-\frac{\lambda^{2}}{2} x\right\}\right) l(x, t) d x \\
& =\int_{0}^{+\infty}\left(\mathbb{E} \exp \left\{\lambda B(0)-0 \frac{\lambda^{2}}{2}\right\}\right) l(x, t) d x=1 \\
& =\mathbb{E} \exp \left\{\lambda B\left(T_{\nu}(0)\right)-\frac{\lambda^{2}}{2} T_{\nu}(0)\right\}
\end{aligned}
$$

From Lemma 3.1 the conclusion is obtained.

Theorem 3.1 For $T>0$, there exists a probability measure $\mathbb{Q}$ on $(\Omega, \mathscr{F})$ such that $\mathbb{Q}$ is equivalent to $\mathbb{P}$ and $\left\{Z_{\nu}(t)\right\}_{t \in[0, T]}$ is a martingale w.r.t. $\mathbb{Q}$.

Proof. Let $P(T)=\exp \left\{-\lambda B\left(T_{\nu}(T)\right)-\frac{\lambda^{2}}{2} T_{\nu}(T)\right\}$ with $\lambda=\frac{\sigma}{2}+\frac{\mu}{\sigma}$, we have $\mathbb{E} P(T)=\mathbb{E} P(0)=1$. Define a probability measure $\mathbb{Q}$ satisfying $d \mathbb{Q}=P(T) d \mathbb{P}$, then the two measures $\mathbb{Q}$ and $\mathbb{P}$ are equivalent. For $t \in[0, T]$, denote $P(t)=\mathbb{E}\left(\left.\frac{d \mathbb{Q}}{d \mathbb{P}} \right\rvert\, \mathscr{H}_{t}\right)$, we get that

$$
\begin{align*}
d P(t) & =P(t) d\left(-\lambda B\left(T_{\nu}(t)\right)-\frac{\lambda^{2}}{2} T_{\nu}(t)\right)+\frac{1}{2} P(t) d\left(\lambda^{2} T_{\nu}(t)\right) \\
& =-\lambda P(t) d B\left(T_{\nu}(t)\right) \tag{11}
\end{align*}
$$

with $P(0)=1$. It follows from Girsanov's theorem, Lemma 3.1 and (11) that

$$
K_{\nu}(t):=B\left(T_{\nu}(t)\right)-\int_{0}^{t} \frac{1}{P(t)} d\left\langle P(s), \quad B\left(T_{\nu}(s)\right)\right\rangle=B\left(T_{\nu}(t)\right)+\lambda T_{\nu}(t)
$$

is a local martingale w.r.t. $\mathbb{Q}$, where $\langle\cdot, \cdot\rangle$ denotes the quadratic covariance of two processes. Therefore, the quadratic variation $\left\langle K_{\nu}(t)\right\rangle=T_{\nu}(t)$ and so $\exp \left\{\sigma K_{\nu}(t)-\frac{\sigma^{2}}{2} T_{\nu}(t)\right\}=Z_{\nu}(t)$ is a continuous local martingale and super-martingale w.r.t. $\mathbb{Q}$. On the other hand, it follows from Corollary 3.1
that

$$
\begin{aligned}
& \mathbb{E}^{\mathbb{Q}} \exp \left\{\sigma K_{\nu}(T)-\frac{\sigma^{2}}{2} T_{\nu}(T)\right\} \\
& =\mathbb{E} \exp \left\{\sigma K_{\nu}(T)-\frac{\sigma^{2}}{2} T_{\nu}(T)-\lambda B\left(T_{\nu}(T)\right)-\frac{\lambda^{2}}{2} T_{\nu}(T)\right\} \\
& =\mathbb{E} \exp \left\{(\sigma-\lambda) B\left(T_{\nu}(T)\right)-\frac{(\sigma-\lambda)^{2}}{2} T_{\nu}(T)\right\} \\
& =\mathbb{E} \exp \left\{(\sigma-\lambda) B\left(T_{\nu}(0)\right)-\frac{(\sigma-\lambda)^{2}}{2} T_{\nu}(0)\right\}=1 \\
& =\mathbb{E}^{\mathbb{Q}} \exp \left\{\sigma K_{\nu}(0)-\frac{\sigma^{2}}{2} T_{\nu}(0)\right\}
\end{aligned}
$$

where $\mathbb{E}^{\mathbb{Q}}$ denotes the expectation w.r.t. the measure $\mathbb{Q}$. Thus, $\left\{Z_{\nu}(t)\right\}_{t \in[0, T]}$ is a martingale w.r.t. $\mathbb{Q}$. That ends the proof.

Theorem 3.2 For every $\theta>0$, denote by $\mathbb{Q}_{\theta}$ the probability measure on $(\Omega, \mathscr{F})$ such that $d \mathbb{Q}_{\theta}=c e^{-\theta T_{\nu}(T)} d \mathbb{Q}=c e^{-\theta T_{\nu}(T)} P(T) d \mathbb{P}$, where $c^{-1}=$ $\mathbb{E}\left(e^{-\theta T_{\nu}(T)} P(T)\right)$ is a constant, then $\mathbb{Q}_{\theta}$ is equivalent to $\mathbb{P}$ and $\left\{Z_{\nu}(t)\right\}_{t \in[0, T]}$ is a martingale w.r.t. $\mathbb{Q}_{\theta}$.

Proof. Let $X(t)=\exp \left\{-\lambda B(t)-\frac{\lambda^{2}}{2} t\right\}$ with $\lambda=\frac{\sigma}{2}+\frac{\mu}{\sigma}$, then $X(t)$ is a $\left\{\mathscr{G}_{t}\right\}$-martingale and $P(t)=X\left(T_{\nu}(t)\right)$. Moreover, the process $(X Z)(t):=$ $X(t) Z(t)=\exp \left\{(\sigma-\lambda) B(t)-\frac{1}{2}(\sigma-\lambda)^{2} t\right\}$ is also a $\left\{\mathscr{G}_{t}\right\}$-martingale and so $(X Z)\left(t \wedge T_{\nu}(T)\right)$ is a $\left\{\mathscr{G}_{t}\right\}$-martingale.

For every $t>s \geq 0$ and $A \in \mathscr{G}_{s}$

$$
\begin{aligned}
\mathbb{E}^{\mathbb{Q}_{\theta}}\left[1_{A} Z\left(t \wedge T_{\nu}(T)\right)\right] & =\mathbb{E}\left[1_{A} Z\left(t \wedge T_{\nu}(T)\right) c e^{-\theta T_{\nu}(T)} P(T)\right] \\
& =\mathbb{E}\left\{\mathbb{E}\left[1_{A} Z\left(t \wedge T_{\nu}(T)\right) c e^{-\theta T_{\nu}(T)} X\left(T_{\nu}(T)\right) \mid \mathscr{G}_{t}\right]\right\} \\
& =\mathbb{E}\left\{1_{A} c e^{-\theta T_{\nu}(T)} Z\left(t \wedge T_{\nu}(T)\right) X\left(t \wedge T_{\nu}(T)\right)\right\} \\
& =\mathbb{E}\left\{\mathbb{E}\left[1_{A} c e^{-\theta T_{\nu}(T)} Z\left(t \wedge T_{\nu}(T)\right) X\left(t \wedge T_{\nu}(T)\right) \mid \mathscr{G}_{s}\right]\right\} \\
& =\mathbb{E}\left[1_{A} c e^{-\theta T_{\nu}(T)} Z\left(s \wedge T_{\nu}(T)\right) X\left(s \wedge T_{\nu}(T)\right)\right] \\
& =\mathbb{E}\left\{\mathbb{E}\left[1_{A} c e^{-\theta T_{\nu}(T)} Z\left(s \wedge T_{\nu}(T)\right) P(T) \mid \mathscr{G}_{s}\right]\right\} \\
& =\mathbb{E}\left[1_{A} c e^{-\theta T_{\nu}(T)} P(T) Z\left(s \wedge T_{\nu}(T)\right)\right] \\
& =\mathbb{E} \mathbb{Q}_{\theta}^{\mathbb{Q}_{\theta}}\left[1_{A} Z\left(s \wedge T_{\nu}(T)\right)\right]
\end{aligned}
$$

that is $\mathbb{E}^{\mathbb{Q}_{\theta}}\left[Z\left(t \wedge T_{\nu}(T)\right) \mid \mathscr{G}_{S}\right]=Z\left(s \wedge T_{\nu}(T)\right)$. Thus $Z\left(t \wedge T_{\nu}(T)\right)$ is a $\left\{\mathscr{G}_{t}\right\}$-martingale w.r.t. $\mathbb{Q}_{\theta}$.

Next, we have

$$
\begin{align*}
\mathbb{E}^{\mathbb{Q}_{\theta}}\left(\sup _{t \geq 0} Z\left(t \wedge T_{\nu}(T)\right)\right) & =\mathbb{E}^{\mathbb{Q}_{\theta}}\left(\sup _{t \in[0, T]} Z\left(T_{\nu}(t)\right)\right) \\
& =\mathbb{E}\left(c e^{-\theta T_{\nu}(T)} P(T) \sup _{t \in[0, T]} Z\left(T_{\nu}(t)\right)\right) \\
& \leq c Z_{0} \mathbb{E}\left(e^{-\lambda B\left(T_{\nu}(T)\right)} e^{|\mu| T_{\nu}(T)} \sup _{t \in[0, T]} e^{\sigma B\left(T_{\nu}(t)\right)}\right) \tag{12}
\end{align*}
$$

Let $k$ be an arbitrary constant, similar to Lemma 3.1, we have that $\mathbb{E} e^{k T_{\nu}(T)}<+\infty$. It follows that

$$
\begin{aligned}
\mathbb{E}\left(\left(\sup _{t \in[0, T]} e^{k B\left(T_{\nu}(t)\right)}\right)^{2}\right) & =\int_{0}^{+\infty} \mathbb{E}\left(\left(\sup _{t \in[0, x]} e^{k B(t)}\right)^{2}\right) l(x, T) d x \\
& \leq \int_{0}^{+\infty} \mathbb{E}\left(\left(\sup _{t \in[0, x]} e^{k B(t)-\frac{k^{2}}{2} t}\right)^{2}\right) e^{k^{2} x} l(x, T) d x \\
& \leq \int_{0}^{+\infty} 4 \mathbb{E}\left(e^{2 k B(x)-k^{2} x}\right) e^{k^{2} x} l(x, T) d x \\
& =4 \mathbb{E} e^{2 k^{2} T_{\nu}(T)}<+\infty
\end{aligned}
$$

The formula obtained above implies that $\mathbb{E} e^{k B\left(T_{\nu}(T)\right)}<+\infty$. By Hölder inequality and (12), we have $\mathbb{E}^{\mathbb{Q}_{\theta}}\left(\sup _{t \geq 0} Z\left(t \wedge T_{\nu}(T)\right)\right)<+\infty$ and so $Z(t \wedge$ $\left.T_{\nu}(T)\right)$ is a uniformly integrable martingale w.r.t. $\mathbb{Q}_{\theta}$. It follows that there exists a random variable $Y_{\theta}$ such that $Z\left(t \wedge T_{\nu}(T)\right)=\mathbb{E}^{\mathbb{Q}_{\theta}}\left(Y_{\theta} \mid \mathscr{G}_{t}\right)$ and $Z_{\nu}(t)=Z\left(T_{\nu}(T) \wedge T_{\nu}(T)\right)=\mathbb{E}^{\mathbb{Q}_{\theta}}\left(Y_{\theta} \mid \mathscr{H}_{t}\right)$. So $Z_{\nu}(t)$ is a martingale w.r.t. the probability measure $\mathbb{Q}_{\theta}$.

## 4. Application: option pricing

In this section, we give the corresponding price formulae of the European call options when the time-changed geometric Brownian motion $Z_{\nu}(t)$ defined in (4) represents the price of the underlying asset.

First, suppose that the risk-free interest rate is 0 , then the discounted stock price at time $t$ equals $Z_{\nu}(t)$. By using the first and second fundamental theorems of asset pricing, the following result can be immediately obtained from Theorem 3.1 and Theorem 3.2.

Theorem 4.1 The market model whose underlying asset price follows the time-changed $G B M\left\{Z_{\nu}(t)\right\}_{t \in[0, T]}$ is arbitrage-free but incomplete.

Denote by $C_{\nu}\left(Z_{0}, T, K, r\right)$ (or $\left.C\left(Z_{0}, T, K, r\right)\right)$ the price of the European call option under the asset price model $Z_{\nu}(t)$ (or $Z(t)$ ) defined in (4) (or (2)) with the initial value of underlying asset $Z_{0}$, time to expiration date $T$, strike price $K$ and the risk-free interest rate $r$. Especially, we drop the parameter $r$ when $r=0$. It is well known that the fair price $C\left(Z_{0}, T, K, r\right)$ of the European call option is given as follows

$$
C\left(Z_{0}, T, K, r\right)=Z_{0} \boldsymbol{N}\left(d_{1}\right)-K e^{-r T} \boldsymbol{N}\left(d_{2}\right),
$$

where

$$
d_{1}=\frac{\ln \frac{Z_{0}}{K}+\left(r+\frac{\sigma^{2}}{2}\right) T}{\sigma \sqrt{T}}, \quad d_{2}=d_{1}-\sigma \sqrt{T}
$$

and $\boldsymbol{N}(\cdot)$ is cumulative normal density function.
Theorem 4.2 Assume that the price of the underlying asset is given by (4), the risk-free interest rate is 0 and the equivalent martingale measure is $Q$, then the fair price of the European call option satisfies

$$
C_{\nu}\left(Z_{0}, T, K\right)=\int_{0}^{+\infty} C\left(Z_{0}, t, K\right) l(t, T) d t
$$

Proof. The fair price of the European option satisfies

$$
\begin{aligned}
C_{\nu}\left(Z_{0}, T, K\right) & =\mathbb{E}^{\mathbb{Q}}\left(\left(Z_{\nu}(T)-K\right)^{+}\right) \\
& =\mathbb{E}\left(\exp \left\{-\lambda B\left(T_{\nu}(T)\right)-\frac{\lambda^{2}}{2} T_{\nu}(T)\right\}\left(Z_{\nu}(T)-K\right)^{+}\right) \\
& =\int_{0}^{+\infty} l(t, T) \mathbb{E}\left(\exp \left\{-\lambda B(t)-\frac{\lambda^{2}}{2} t\right\}(Z(t)-K)^{+}\right) d t \\
& =\int_{0}^{+\infty} C\left(Z_{0}, t, K\right) l(t, T) d t .
\end{aligned}
$$

Additionally, the Laplace transform $\mathscr{L}_{\tau \rightarrow u}\{l(\tau, t)\}(u)$ of $l(\tau, t)$ is given by (10).

Remark: When $\nu=\delta_{\alpha}$ with $\alpha \in(0,1), \psi_{\nu}(k)=k^{\alpha}, T_{\nu}(t)$ degenerates to the inverse $\alpha$-stable subordinator with the Laplace transform

$$
\mathbb{E} e^{-u T_{\nu}(t)}=\mathscr{L}_{k \rightarrow t}^{-1}\left\{\frac{k^{\alpha}}{k\left(k^{\alpha}+u\right)}\right\}(t)=E_{\alpha}\left(-u t^{\alpha}\right),
$$

where $E_{\alpha}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(n \alpha+1)}$ is the Mittag-Leffler function [22]. This model is consistent with Magdziarz's [12].

Next, assume that the risk-free interest rate $r>0$, we apply the actuarial approach (Theorem 2.1 in [23]) to derive the corresponding option pricing formula.

Theorem 4.3 If the price of the underlying asset is given by (4), the price of the corresponding European call option satisfies $C_{\nu}\left(Z_{0}, T, K, r\right)=$ $\int_{0}^{+\infty} C\left(Z_{0}, t, \frac{\mathbb{E} Z_{\nu}(T)}{\mathbb{E} Z(t)} K, r \frac{T}{t}\right) \frac{\mathbb{E} Z(t)}{\mathbb{E} Z_{\nu}(T)} l(t, T) d t$.

Proof. Computing directly the expectations of $Z(t)$ and $Z_{\nu}(T)$ educes

$$
\mathbb{E} Z(t)=Z_{0} e^{\mu t+\frac{\sigma^{2}}{2} t}, \quad \mathbb{E} Z_{\nu}(T)=\int_{0}^{+\infty} l(x, T) \mathbb{E} Z(x) d x
$$

Let $g_{\nu}(t, T)=\frac{\mathbb{E} Z(t)}{\mathbb{E} Z_{\nu}(T)}$. By the actuarial approach (Theorem 2.1 in [23]), we have

$$
\begin{aligned}
C_{\nu}\left(Z_{0}, T, K, r\right)= & \mathbb{E}\left(Z_{\nu}(T) \frac{Z_{0}}{\mathbb{E} Z_{\nu}(T)}-K e^{-r T}\right)^{+} \\
= & \int_{0}^{+\infty}\left[\mathbb{E}\left(Z(t) \frac{Z_{0}}{\mathbb{E} Z_{\nu}(T)}-K e^{-r T}\right)^{+}\right] l(t, T) d t \\
= & \int_{0}^{+\infty} g_{\nu}(t, T)\left[\mathbb{E}\left(Z(t) \frac{Z_{0}}{\mathbb{E} Z(t)}-\frac{K}{g_{\nu}(t, T)} e^{-\left(r \frac{T}{t}\right) t}\right)^{+}\right] l(t, T) d t \\
= & \int_{0}^{+\infty} C\left(Z_{0}, t, \frac{K}{g_{\nu}(t, T)}, r \frac{T}{t}\right) g_{\nu}(t, T) l(t, T) d t
\end{aligned}
$$

Remark: From the anonymous referee we know the latest results in [24], in which authors introduced a subdiffusive arithmetic Brownian motion as a model of stock prices and investigated the corresponding option pricing. Moreover, the proofs in [24] are fairly beautiful.
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