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This note describes ATLAS results on multiplicity of produced charged
particles in p+Pb collisions at the centre-of-mass energy of 5.02 TeV. The
charged particle density was measured in a wide pseudorapidity range as a
function of the collision centrality using 2.1 million events which were col-
lected during a “pilot run” in September 2012. Analysis methods, centrality
determination and the particle production dependence on the number of
nucleons participating in the collisions are presented.
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1. Introduction

Since 2010, the p+ p, Pb+Pb and p+Pb collisions at the highest centre-
of-mass energies were delivered by the Large Hadron Collider (LHC) [1] and
measured using the ATLAS detector [2] giving a chance to observe new phe-
nomena. While analysis of p + p collisions is focused predominantly on the
searches for the Higgs boson and signs of a new physics beyond the Standard
Model, the studies of Pb-+Pb collisions are aimed at investigation of proper-
ties of the Quark—Gluon Plasma (QGP). The charged particle multiplicity
in heavy ion collisions is one of the most important global observables char-
acterizing properties of the matter created in nuclear collisions. It has been
studied at lower than LHC energies in many experiments using beams inter-
acting with a fixed target [3-5] or delivered in collider accelerators [6-8| for
various colliding systems. In the analysis of A+ A collisions, properties of the
QGP thermalization and collective evolution are obscured by purely nuclear
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effects. These latter phenomena can be studied in p+ A collisions [9], where
formation of the QGP is not expected. The measurement of charge particle
multiplicity as a function of centrality of collisions can show how multiple
interactions of a proton in a heavy nucleus affect bulk particle production.
Such measurements provide valuable tests of saturation models and nuclear
parton distributions.

In September 2012, the LHC provided first p+PDb collisions at the centre-
of-mass energy /syy = 5.02 TeV. Due to the difference between proton and
lead beam energies, the collisions have a rapidity boost of —0.47 with respect
to the ATLAS detector frame of reference. In this pilot run, the beam with
the lead nuclei had positive rapidity (Pb-going side) and the proton beam
had negative rapidity (proton-going side)!. During this short run, ATLAS
collected 2.1 million minimum-bias events corresponding to an estimated
integrated luminosity of 1 ub™1.

2. The ATLAS detector and experimental setup

The ATLAS detector |2] is the largest detector at the LHC accelerator. In
its structure we can distinguish three main layers of subdetectors: tracking
system, calorimeters and muon chambers. For the presented here analysis,
the innermost part of the ATLAS tracking system: silicon Pixel detector [2]
is the most important. It is placed very closely to the beam pipe and consists
of the “barrel” and “endcap” sections. In the barrel part, rectangular silicon
modules are arranged in three layers with the first of them at 50.5 mm
from the beam axis. The two endcaps, located on both sides of the barrel,
consist of silicon modules forming three rings. The Pixel detector covers
over 5 pseudorapidity units in the central rapidity region.

In the centrality determination signals from the forward calorimeter
(FCal) are used. This detector covers 3.1 < |n| < 4.9 range, but only the
part at positive 17 measuring Pb nucleus fragmentation is used in the cen-
trality calculations. The trigger for minimum-bias p+Pb collisions is based
on information from the Minimum-Bias Trigger Scintillators (MBTS) which
consists of two rings with 16 scintillator modules each, placed at positive
and negative z and covering 2.1 < |n| < 3.9.

3. Event selection

The primary trigger requires effectively at least one signal on each side of
the MBTS detector, with the time difference between them less than 10 ns.
The standard track reconstruction algorithm, optimized for p + p minimum-
bias events, was used to reconstruct tracks and find collision vertices [10)].

! In the ATLAS coordinates frame, z axis is along the beam direction, = axis is hori-
zontal and points towards the centre of the LHC ring, and y axis is vertical.



Charged Particle Multiplicity in Proton—Lead Collisions . . . 1655

The collision vertex range was restricted to |zytx| < 175 mm. The contribu-
tion from pileup was small and was further suppressed by rejecting events
with two or more reconstructed vertices that are separated in z by more than
15 mm, reducing the pileup fraction to about 10=* [11]. In p+Pb collisions,
significant contributions from electromagnetic and diffractive processes are
expected. Some fraction of them is rejected by trigger requirements but,
in addition, a rapidity gap analysis was applied to remove the remaining
events of these classes. In this analysis, the detector is divided into slices
of An = 0.2 and each slice containing at least one reconstructed track or a
calorimeter cluster with pp > 200 MeV was treated as occupied. The edge-
gaps are calculated as a distance in pseudorapidity between the edge of the
calorimeter (—4.9 or 4.9) and the nearest occupied slice. Events with large
edge-gaps on positive n direction Angfp > 2.0 are excluded from the analy-
sis, as they represent predominantly electromagnetic processes or diffractive
excitations of the proton.

4. Centrality estimation

To determinate centrality of p+Pb collisions, the total transverse energy
from forward calorimeter on the Pb-going side, X EXP, was used. The signals
in the FCal were evaluated at the electromagnetic energy scale and have not
been corrected for hadronic response. The transverse energy from FCal
on the Pb-going side is more sensitive measure of the collision centrality
(as expected to be associated with multiple interactions of the proton in
the target nucleus) than the summed transverse energy from FCal on the
proton-going side Y'E¥, or the sum from both sides.
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Fig. 1. Distribution of the summed transverse energy deposited on the lead-going
side, Y EXP. The distribution is divided into nine intervals which correspond to

centrality classes, from most central events (large X ELP) to peripheral collisions
(small XEEP) [11].
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Figure 1 presents distribution of EETPb after applied events selection
criteria. The alternating shaded and unshaded bands represent centrality
intervals which are defined in terms of percentiles of the EEFIEb distribution
after accounting for an estimated inefficiency of 2 4 2% for p+Pb events.

The following centrality intervals are used in this analysis: 0-1%, 1-5%,
5-10%, 10-20%, 20-30%, 30-40%, 40-60%, 60-90%. The most peripheral
collisions were excluded from the analysis due to uncertainties regarding
event selection efficiency and remaining contributions of electromagnetic or
diffractive events.

5. Measurement of charged particle multiplicity

In the presented analysis, three different reconstruction methods, based
on the information from the Pixel detector, were used [11|. In the first
two methods, a tracklet reconstruction algorithm [12—-14] is applied. The
two-point tracklet is defined by the reconstructed vertex and two clusters
registered in two different layers of the Pixel detector. For each pair of
clusters, the first from layer 0 closest to the beam pipe and second from
more distant layer 1 (or layer 2) the difference in their positions in 7 and
¢ were calculated

An=m—no, Agp = g1 — ¢p. (1)

Using Monte Carlo simulations of events obtained from the HIJING gen-
erator [15], the optimal selection criteria reducing the false cluster combina-
tions were estimated. The minimal values of the differences |A¢| and |An)|
are 0.1 and 0.015 respectively.

Two variants of the tracklet method were used. Both of them require
one cluster in the innermost layer but differ in the treatment of the second
cluster. In the first approach, “Method 17, clusters from farther layer in the
search region are treated as one hit. This way the number of fake tracklets is
significantly reduced. In the second approach, “Method 2”, all combination
of clusters in the search region are used to form tracklets. Later, the combi-
natoric background is removed by subtracting the distribution of tracklets
obtained from modified events in which clusters from the outer layers are
flipped in the azimuthal angle (in this case only fake tracklets are recon-
structed). Both methods are schematically illustrated in Fig. 2.

In addition to the two tracklet methods, the third method based on pixel
tracks was used. The pixel tracks are found by the standard ATLAS track
reconstruction algorithm, but restricted to the Pixel detector. The combi-
natoric background is in this case suppressed even more than in “Method 17,
but the acceptance is smaller than in other two methods due to inactive
areas in the Pixel detector.
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Fig.2. Schematic picture of tracklet “Method 17 (left-hand side) and “Method 2”
(right-hand side).

For each reconstruction method the corrections factors, C', were deter-
mined, as described below, and then applied to the data. The left panel
of Fig. 3 shows the pseudorapidity distribution for the generated primary
charged particles from HIJING [15] and reconstructed n distributions for
tracklets and pixel tracks. Using these distributions, the correction factors
are evaluated as

Npr(07 Zvtxs 77)

—_ 2
Nrec(Oa 2vtxs 77) ( )

where Ny, is the number of generated primary charged particles and Nyec is
the number of tracklets or tracks reconstructed with the considered meth-
ods. The correction factors are evaluated as a function of occupancy, O,
position of the event vertex zyx and 7 in 8 intervals of detector occupancy
and 7 intervals of vertex position. These corrections account for several ef-
fects such as inactive areas in the Pixel detector, reconstruction efficiency,
contributions from fake tracklets or tracks and secondary particles, losses
due to tracks or tracklets selection cuts etc. The final charged particle pseu-
dorapidity density is calculated as

dNCh _ 1 ANraW(Oy 2vtxs 77)0(0, Zvtxs 77) (3)
d?] Nevt A?] ’

Zvtx

C(O, Zyvtxs 77)

where Neyt is the number of events, AN™W indicates either the number of
reconstructed tracklets or pixel tracks in the data. Right panel in Fig. 3
shows experimental distributions from three methods, both the raw distri-
butions of tracklets or tracks and final results after applying corrections.
The corrected charged particle densities are in good agreement for all three
methods, what indicates that the correction procedure is well understood.
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Fig. 3. Charged particle multiplicity in 0-10% most central events as a function of
pseudorapidity obtained for generated primary charged particles (black histogram),
from two tracklet methods (circles and squares) and from the pixel Track method
(diamonds). In the left panel results obtained for Monte Carlo simulations (raw
tracklets and tracks distributions) are shown, while in the right panel results ob-
tained from experimental data: raw tracklets and tracks distributions and the final
corrected particle density (full symbols) are included [11].

In the following, the “Method 1” is used for the measurement of dN.,/dn.
“Method 2”7 is used for estimation of systematic uncertainties and the pixel
track method serves as a cross check.

The total systematic uncertainties are largest for peripheral events, where
they reach 5.8% in the barrel and 7.5% in the endcups, while for central
collisions they are 3% in the barrel and 5.4% in the endcups.

6. Results

The dNg,/dn measurement is presented in Fig. 4, where the charged
particle density measured in pseudorapidity range from —2.7 to 2.7 for eight
centrality classes is shown. The charged particle density increases with cen-
trality, and in more central collisions we observe asymmetric distributions
due to enhanced particle production in the lead-going side. In the most pe-
ripheral events, the charged particle density becomes similar to the charged
particle density in p + p collisions [10, 16].

In order to study the centrality evolution of particle production, the dis-
tributions of the charged particle density measured in different centrality
classes are divided by the charged particle density for the most peripheral
event class (60-90%). The ratios are shown in Fig. 5. The original double
peak structure disappears, the ratios increase approximately linearly with
pseudorapidity with the slope of this dependence growing with centrality.
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Fig.4. Charged particle density in p + Pb collisions at /syy = 5.02 TeV as
a function of pseudorapidity obtained for eight centrality classes. Shaded bands
represent systematic uncertainties [11].
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Fig. 5. Charged particle density for seven centrality intervals divided by the charged

particle density for the most peripheral events. Solid/red lines represent second

order polynomials fitted

to the ratios [11].

For the most central collisions, this ratio at n = 2.7 is almost two times
higher than for n = —2.7. The ratios in Fig. 5 are fitted with a second order
polynomial and parameters of this function are presented in Table I.
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TABLE I

Parameters of the second order polynomial fits (an? + by + ¢) to ratios of dNy,/dn
distributions in different centrality classes divided by the dN,/dn distribution for
the most peripheral collisions (60-90%) [11].

Centrality ratio a b c
0-1%/60-90% —0.033 4 0.006 0.77 £ 0.05 6.78 +0.28
1-5%/60-90% —0.030 4 0.005 0.515 £ 0.031 5.35 £0.22

5-10%/60-90% | —0.0218 4 0.0035 0.377 £ 0.021 4.494+0.18

10720%/60790% —0.0169 + 0.0025 0.269 £+ 0.014 3.77+0.14

20-30%,/60-90% | —0.0113 £ 0.0020 0.182 + 0.010 3.11 £0.11

30-40%/60-90% | —0.0076 + 0.0016 0.122 £ 0.006 2.61 £0.08

40-60%/60-90% | —0.0037 & 0.0011  0.0595 4+ 0.0031 1.95 £ 0.06
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Fig. 6. Charged particle density divided by the number of pairs of participants as a
function of (Npart) for three implementations of the Glauber model and in several
71 intervals. Standard Glauber model implementation is shown in the top panel.
In the middle and in the bottom panel, the Glauber—Gribov implementations with
2 = 0.55 and 2 = 1.01, respectively, are presented. The shaded boxes represent
the total systematic uncertainty [11].
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An important characteristics of the particle production is the multiplicity
of charged particles per a pair of nucleons participating in the collision, Npart.
The estimate of (Npare) requires modelling of the interactions of nucleons
in the nuclei, which is commonly provided by the Glauber model. In this
analysis, the number of participants is obtained from three different versions
of the Glauber model. In Fig. 6 the charged particle multiplicity divided by
the mean number of participant pairs, in several pseudorapidity intervals, is
shown as a function of the number of participants Npart. For the standard
Glauber model [17], in the top panel we observe an increase of the normalized
charged particle density starting from Npar¢ = 10. This behaviour was not
expected and it may mean that the standard Glauber method does not work
well at LHC energies. Plots in Fig. 6 present the same dependence but for
Npart calculated using two versions of the Glauber-Gribov model [18, 19]
with different values of the {2 parameter, which represents the width of the
assumed fluctuations of the nucleon—nucleon cross section, oyn. In these
cases, we observe different behaviours indicating sensitivity to the initial-
state modelling.

7. Conclusions

The charged particle density in p+Pb collisions was measured by the
ATLAS experiment. The measurement was done in |n| < 2.7 range and
for the 90% most central collisions. Centrality of collisions was estimated
using information from the forward calorimeter on Pb-going side. The av-
erage number of participants (Npar) was obtained with the Monte Carlo
Glauber, and Glauber—Gribov models for each centrality interval. The shape
of dN.y/dn distribution changes with centrality. In the most peripheral col-
lisions, this shape is approximately symmetric but with growing centrality
of collisions it becomes increasingly asymmetric. On the other hand, the
ratio of dNy/dn divided by dNg,/dn in the most peripheral collisions (60—
90%) is approximately linear in 1. The slope of this ratio strongly depends
on centrality. Charged particle density is sensitive to the modelling of the
initial-state, especially in the most central collisions.

This work was supported in part by the National Science Center grant
DEC-2013/08/M/ST2/00320 and by PL-Grid Infrastructure.
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