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Let Hn be the n × n symmetric Hankel-type matrix whose (i, j)th

element on the kth anti-diagonal (where k = 0 denotes the main anti-
diagonal) is defined as: Hk,n(i, j) = gk(

i−[n+k+1
2 ]

n ) if i+ j = n+1+k and 0
otherwise. Under suitable symmetry and summability conditions on {gk},
we show that as n → ∞, the limiting spectral distribution of {Hn} ex-
ists and is given by

∑∞
k=−∞ gk(U)ak, where U is uniformly distributed on

[−1/2, 1/2] and is tensor-independent of the non-commutating variables
{ak} which are certain symmetric pair-wise free but not completely free
Bernoulli variables.
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1. Introduction

Let {Ak,n}, k = 1, 2, . . . ,K be K sequences of n× n matrices. Then, as
elements of the non-commutative probability space of n×n complex matrices
with the state as average trace, they are said to converge jointly (as n→∞),
if for every polynomial P (Ak,n, A∗k,n, k ≤ K), the average trace converges.
Here, A∗ denotes the complex conjugate of A. The limit non-commutative
(polynomial) ∗-algebra is defined by the non-commutative indeterminates
(limit variables) {ak}, where the state φ satisfies φ(P (ak, a∗k, k ≤ K)) =

lim 1
n Tr(P (Ak,n, A

∗
k,n, k ≤ K)) for all polynomials P . The limit non-

commutative joint distribution of {ak} is defined as the collection of all
the joint moments φ(aε1i1a

ε2
i2
. . . aεnin ) for all 1 ≤ i1, i2 . . . , in ≤ K,n ≥ 1 and

εi ∈ {1, ∗}.
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When we have only one sequence of matrices, say {An} (which are, for
simplicity, real symmetric), then there is a related notion of convergence.
Let λ1, λ2, . . . , λn be the eigenvalues of An. Then, the Empirical Spectral
Distribution Function (ESD) of An equals

FAn(x) = n−1
n∑
i=1

I{λi ≤ x} .

As n → ∞, the Limiting Spectral Distribution (LSD) of {An} is defined as
the weak limit F of {FAn}, if it exists. We identify F with any random vari-
able X whose distribution is F . This definition extends to non-symmetric
matrices with complex entries in the obvious way.

It is easy to construct examples of real symmetric matrices {An} where
the LSD exists but there is no convergence in the non-commutative sense
(that is, lim 1

n Tr(A
k
n) does not exist for some k). On the other hand, by using

the moment-trace formula, it is also easy to see that if the real symmetric
{An} converges in the non-commutative sense (that is, lim 1

n Tr(A
k
n) = µk

exists for all positive integers k), and if {µk} is the moment sequence of a
unique probability distribution F , then the LSD of An equals F .

Let U1 and U2 be i.i.d. random variables, uniformly distributed on
the interval (0, 1). The famous Szegö’s theorem implies that if Tn :=
((t|i−j|))1≤i,j≤n is the Toeplitz matrix and {tk} is square summable, then
the LSD of Tn equals t0 + 2

∑∞
k=1 tk cos(2πkU2). This result was extended

to the Toeplitz-type matrix Tn,g say, where the elements of the kth upper
and lower diagonals, instead of being the constant tk, are of the form of
gk(i/n) in the ith row for some suitable functions gk (see [1, 2]). The limit
in this case equals g0(2πU1) + 2

∑∞
k=1 gk(2πU1) cos(2πkU2).

The related Hankel matrix Hn = ((hi+j)) and the corresponding Han-
kel operator has been extensively treated in the literature. See [3–6] for
detailed information. Note that the elements on each anti-diagonal of Hn

are identical. However, while in Tn the constant on the main diagonal does
not change with n, the main anti-diagonal in Hn is hn+1. We take a cue
from this observation and the matrix Tn,g, to consider the following class of
Hankel-type matrices.

In our convention of labelling the anti-diagonals, k = 0 refers to the main
anti-diagonal and k = 1, 2, . . . denote the successive anti-diagonals below
the main anti-diagonal and, similarly, the negative integers label the upper
anti-diagonals. For each k, first consider the Hankel matrix Dk,n whose
kth anti-diagonal elements equal one and the rest of the elements are zero.
These matrices converge jointly. The non-commutative joint distribution of
the limit variables {ak} can be described in terms of the non-commutative
moments as
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φ (ai1 . . . aik) =

{
I{i1+i3+···+i2m−1=i2+i4+···+i2m} if k=2m for some m ≥ 1 ,

0 otherwise .
(1.1)

Interestingly, the above {ak} are symmetric Bernoulli and are pair-wise free
but not completely free. This is easy to check by using the above description.

Now generalise Dk,n as follows. Let gk : [−1
2 ,

1
2 ]→ R be continuous and

symmetric about 0; let Hk,n be the n× n Hankel-type matrix whose (i, j)th

element is defined as

Hk,n(i, j) =

 gk

(
i−[n+k+1

2 ]
n

)
if i+ j = n+ 1 + k ,

0 otherwise .
(1.2)

Note that unlike the Hankel matrices considered usually in the literature,
for example [5, 6], where the main anti-diagonal has the variable hn+1 which
changes as n changes, in our case the main anti-diagonal has elements of
g0(·) which is a fixed function. So the labelling is different.

We show that {Hk,n} converge jointly and the limit variables are
{gk(U)ak}, where U is uniformly distributed on [−1/2, 1/2] and is tensor
independent of {ak}. As a consequence, for any K ≥ 1,

∑
|k|≤K Hk,n con-

verges in the (algebraic sense) and the LSD of this real symmetric matrix
exists and equals

∑
|k|≤K gk(U)ak with distribution F̃K say.

Finally, consider the full Hankel-type matrix Hn =
∑
|k|≤nHk,n. By

imposing suitable restrictions on the functions {gk}, Hn is approximated by
the finite-diagonal matrix

∑
|k|≤K Hk,n in an appropriate metric and this

helps us to conclude that the LSD of Hn exists under these conditions on
{gk}. The limit distribution function is the weak limit of F̃K as K → ∞
and may be formally expressed as

∑∞
k=−∞ gk(U)ak. There does not seem to

be any analytic description of the limit distribution function.
The case when the {gk} are not symmetric leads to a non-symmetric Hn.

Studying the LSD of this matrix is an extremely difficult problem. We have
made some elementary remarks on some special cases at the end of the
article.

2. Preliminaries

A non-commutative probability space is a pair (A, φ) where A is a unital
algebra (with unity 1) and φ : A → C is a linear functional satisfying
φ(1) = 1. Elements of a non-commutative probability space will also be
called (non-commutative) random variables. If an appropriate ∗ operation is
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defined on A, then (A, φ) is called a ∗-probability space1. A random variable
a ∈ A is said to be self-adjoint if a = a∗ and unitary if aa∗ = a∗a = 1. It is
called Haar unitary if φ(ak) = I{k=0}.

For our purposes, we need the following ∗-probability space. Let An be
the space of n×n symmetric random matrices with elements which are real
numbers or are random variables with all moments finite. Then φn equal to
1
n Eµ[Tr(·)] or

1
n [Tr(·)] both yield a ∗-probability space.

For {bi}i∈J ⊂ A, their joint moments is the collection {φ(bi1bi2 . . . bik),
k ≥ 1}, where each bij ∈ {bi}i∈J .

Random variables {bi,n}i∈J ⊂ (An, φn) are said to converge in law to
{bi}i∈J ⊂ (A, φ) (as n→∞) if each joint moment of {bi,n}i∈J converges to
the corresponding joint moment of {bi}i∈J . That is, if for k ≥ 1,

φn [P (bi1,n, bi2,n, . . . , bik,n)]→ φ [P (bi1 , bi2 , . . . , bik)]

for all polynomials P . If this happens, we write

{bi,n}i∈J
φn−→ {bi}i∈J .

If the random variables {bi,n}i∈J are n × n (non-random) matrices, then
the above convergence is assumed to be with respect to φn = 1

n Tr. If,
instead, they are random matrices, then the above convergence is in one of
the following two senses:

(i) We say that {bi,n}i∈J converges to {bi}i∈J , if the convergence holds
with respect to φn = 1

n ETr.

(ii) We say {bi,n}i∈J converges almost surely to {bi}i∈J , if the convergence
holds with respect to φn = 1

n Tr, almost surely.

3. Hankel-type finite-diagonal matrices

Let {gk}−∞<k<∞ be a two-sided sequence of functions, such that for
each k, gk : [−1

2 ,
1
2 ] → R, gk is continuous and symmetric about 0. Let

Hk,n be the n× n Hankel-type matrix defined in (1.2). When gk ≡ 1, Hk,n

is the Hankel matrix with all entries 0, except the entries on the kth anti-
diagonal which are all assumed to be 1. Note that counted from the main
anti-diagonal, k positive (negative) refers to the lower (respectively upper)
anti-diagonal. We call this matrix Dk,n.

To describe the joint limit of Hk,n, let (A, φ) be a ∗-probability space,
and let {ai}i∈Z ⊂ A be a sequence of self-adjoint and unitary elements such
that φ(ai1 . . . aik) is as defined in (1.1).

1 Since we shall, mostly, be dealing with only real symmetric matrices, all our algebras,
unless otherwise stated, are real.
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It is then not hard to see that, ai’s are distributed as symmetric Bernoulli
and are pair-wise freely independent but not totally free.

Theorem 3.1. For any K, (Hk,n, |k| ≤ K) jointly converge to (gk(U)ak,
|k| ≤ K) where {ak} are elements of a ∗-probability space (A, φ), φ as de-
fined in (1.1) and U is a random variable, uniformly distributed on [−1

2 ,
1
2 ]

and independent (in the classical sense) of A. In particular, the LSD of∑
|j|≤K Hj,n equals

∑
|j|≤K gj(U)aj.

Before we prove the above theorem, we state and prove a corollary.

Corollary 1. (Dk,n, |k| ≤ K) converge jointly to (ak, |k| ≤ K)) where ak
are as in (1.1). In particular, for real numbers {hk, |k| ≤ K), the LSD of∑
|k|≤K hkDk,n equals

∑
|k|≤K hkak. For any s 6= t, the LSD of Ds,n +Dt,n

is the arc-sine law and Ds,nDt,n is asymptotically Haar unitary.

Proof. The joint convergence follows from Theorem 3.1. By that theorem,
all moments of the ESD converge. Note that these moments determine a
distribution uniquely which is as given in the statement of the corollary.
Finally, it just suffices to observe that for any s 6= t, the ∗-distribution of
as + at is the arcsine law as it is a free convolution of symmetric Bernoulli
(see, [7, pp. 200–202]) and that asat is Haar unitary.

Proof of Theorem 3.1. First note that if λ1 ≤ λ2 ≤ · · · ≤ λn are the
eigenvalues of Dk,n, then ∀i = 1, . . . , n, λi ∈ {−1, 0, 1} and 0 has algebraic
multiplicity |k| and multiplicity of 1 and −1 are equal as n→∞. So ESD of
Dk,n converges to the random variable ak = 1

2δ−1+
1
2δ1, i.e., ak is symmetric

Bernoulli.
Let, for any fixed s, Ts,n denote the n× n Toeplitz matrix whose entries

are all zero except those on the sth diagonal which equal 1, index s being
counted from the main diagonal (s = 0) and s = ±1, . . . above and below
the main diagonal respectively.

If r and s are any two integers, then (for large enough n), the product
Dr,nDs,n equals Ts−r,n except for s many rows and r many columns which
are zero. Consequently, D2

k,n is an identity matrix except whose k rows and
k columns are zero. Thus for asymptotic purposes, we may treat D2

k,n as an
identity matrix.

Now, consider Ts,n and Dr,n. Then, the (i, j)th entry of the product
Ts,nDr,n equals =

∑
j1

ti,j1hj1,j which is 6= 0 iff j = n + r + 1− i − s. Since

there are only finitely many such possibilities, lim
n→∞

1

n
Tr(TsDr) = 0.

Finally, note that Tr,nTs,n = Tr+s,n except for a finitely many entries.
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Using the above facts repeatedly, it is easy to see that

lim
n→∞

1

n
Tr (Hk1,nHk2,n . . . Hks,n) = 0 , if s = 2m− 1 for some m ≥ 1 .

So assume, s = 2m. For convenience, we will write nk for n+ k + 1 for any
integer k

1

n
Tr (Hk1,nHk2,n . . . Hk2m,n)

=
1

n

∑
i,j1,...,j2m−1

(Hk1,n(i, j1)Hk2,n(j1, j2) . . . Hk2m,n(j2m−1, i))

=
1

n

∑
i

Hk1,n(i, nk1 − i) . . . Hk2m,n

2m−1∑
j=1

(−1)j+1nkj − i,
2m∑
j=1

(−1)jnkj + i


(to satisfy trace condition the last index must be i, i.e., k1 + k3 + . . .

= k2 + k4 + . . . )

=
1

n

∑
i

gk1

i−
[
nk1
2

]
n

 . . . gk2m

i−
[
nk2m

2

]
n

 Ik1+k3+···+k2m−1=k2+k4+···+k2m

(this is a Riemann sum and using uniform continuity of gk’s)

→


1
2∫

− 1
2

(gk1 . . . gk2m) (x)dx

 Ik1+k3+···+k2m−1=k2+k4+···+k2m .

Thus, lim 1
n Tr(Hk1,nHk2,n . . . Hks,n) = EU ⊗ φ(gk1(U)a1, gk2(U)a2, . . . ,

gks(U)as), where EU is the usual expectation with respect to Lebesgue mea-
sure on [−1

2 ,
1
2 ] and φ is a linear functional on A as defined in (1.1) and they

act independently (classical sense) on

C
([
−1

2 ,
1
2

])
⊗A

:=
{
f(U)a : f continuous real-valued function on

[
−1

2 ,
1
2

]
, a ∈ A

}
.

This completes the proof of the theorem.

Remark 3.1. Let us define an n × n k-diagonal random Hankel matrix
H̃k,n whose (i, j)th entry is gk(U)Ii+j=n+k+1 where U is a random variable
uniformly distributed on I := [−1

2 ,
1
2 ]. Suppose gk(·) are continuous even

functions on I. Following arguments similar to that given in the proof of
Theorem 3.1, one can show that
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(i) For fixed K > 0,(
H̃−K,n, H̃−K+1,n, . . . , H̃K−1,nH̃K,n

) 1
n
ETr
−→ (g−K(U)a−K , . . . , gK(U)aK) ,

where {ai}|i|≤K ⊂ (A, φ) are as defined in (1.1) and U is independent of
(A, φ). As a consequence, the expected ESD of

∑K
i=−K H̃i,n converges

weakly to
∑K

j=−K gj(U)aj .

(ii) For almost every value of U ,(
H̃−K,n, H̃−K+1,n, . . . , H̃K,n

) 1
n
Tr
−→ (g−K(U)a−K , . . . , gK(U)aK)

and hence for fixed K > 0, for almost every given ω, the ESD of∑K
i=−K H̃i,n converges weakly to

∑K
j=−K gj(U(ω))aj . Note that this

is a random limit depending on ω (a typical point in the probability
space where U is defined).

4. When all diagonals are present

Now, for U as previously defined, let (C(U),EU ) be a classical probability
space where C(U) := {f(U) : f is continuous on I} and EU is the usual
expectation on I with respect to Lebesgue measure. Then consider the non-
commutative probability space (Ã, φ̃) where Ã is the algebra generated by
{f(U)a : f(U) ∈ C(U), a ∈ A} and φ̃ acts on f(U)a ∈ Ã as φ̃(f(U)a) =

(
∫ 1

2

− 1
2

f(x)dx)φ(a) which is extended linearly on Ã. (Ã, φ̃) is a ∗-probability
space where (f(U)a)∗ = f(U)a∗.

Let
k∑

j=−k
gj(U)aj =: bk ∈ Ã .

We have seen that
∑k

j=−kHj,n converges to bk which is self-adjoint. It is
also easy to see that {φ̃(bmk )}m≥1 defines a unique distribution function F̃k
(say) which is the LSD of

∑k
j=−kHj,n.

To deal with matrices which may have all diagonals non-zero, we need
some additional conditions on {gj} and an appropriate metric which will al-
low such matrices to be approximated by Hankel-type matrices with finitely
many non-zero anti-diagonals.

The Mallow’s metric is defined on the space of all probability distribu-
tions with finite second moment. Let F and G be two distribution functions
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with finite second moment. Then, the Mallow’s distance between F and G
is defined as

d2M (F,G) := inf
X∼F,Y∼G

E |X − Y |2 . (4.1)

It is known that dM (Fn, F )→ 0 if and only if
∫
x2dFn(x)→

∫
x2dF (x) and

Fn converges to F weakly.
We need the following upper bound of this metric between the ESD of

two matrices: let A,B be two n×n real symmetric matrices with eigenvalues
λ1 ≤ λ2 ≤ · · · ≤ λn and β1 ≤ β2 ≤ · · · ≤ βn, respectively. Then,

d2M (FA, FB) ≤
1

n

n∑
j=1

(λj − βj)2 ≤
1

n
Tr(A−B)2 . (4.2)

The first inequality is obvious and the last inequality above is a standard
result in matrix algebra; one can see a proof of this in Lemma 2.3 of [8].

Theorem 4.1. Suppose {gj} are continuous even functions on I := [−1
2 ,

1
2 ].

Suppose

(i)
∑∞

k=−∞
∫ 1

2

− 1
2

g2j (x)dx <∞, and

(ii)
∑n−1

j=−n+1

∑n
i=1

∫ i−[
nj
2 ]

n

i−1−[
nj
2 ]

n

(
g2j

(
i−[

nj
2
]

n

)
− g2j (x)

)
dx → 0 as n → ∞,

where nj := n+ j + 1.

Then, LSD of Hn :=
∑

j:|j|≤nHj,n exists and equals limk→∞ F̃k =: F̃∞. The
limiting random variable may be written as

∑∞
−∞ gj(U)aj where U and aj

are as defined in Theorem 3.1 and has distribution function F̃∞.

Proof. Let Fn and Fk,n denote respectively the ESD ofHn and
∑k

j=−kHj,n.
First, we will show that {F̃k} is weakly convergent. For that, it is enough
to show that {F̃k} is Cauchy in dM . Let n > k2 > k1. Then,

dM

(
F̃k1 , F̃k2

)
≤ dM

(
F̃k1 , Fk1,n

)
+ dM

(
F̃k2 , Fk2,n

)
+ dM (Fk1,n, Fk2,n)

= d1 + d2 + d3 (say) .
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But by Theorem 3.1, d1 + d2 → 0 as n→∞. For d3, observe that

d23 := d2M (Fk1,n, Fk2,n) ≤
1

n
Tr

 ∑
k1<|j|≤k2

Hj,n

2

(by (4.2))

≤ 1

n

∑
j:k1<|j|≤k2

∑
i

g2j

(
i−
[nj

2

]
n

)

≤
∑

j:k1<|j|≤k2

 1

n

n∑
i=1

g2j

(
i−
[nj

2

]
n

)
−

1
2∫

− 1
2

g2j (x)dx



+
∑

j:k1<|j|≤k2

1
2∫

− 1
2

g2j (x)dx ,

→ 0 as k1, k2 →∞ (by Conditions (i) and (ii)).

This implies that F̃k converges weakly to a distribution function F̃∞ (say).
Now, to prove the theorem, consider

dM

(
Fn, F̃∞

)
≤ dM (Fn, Fk,n) + dM

(
Fk,n, F̃k

)
+ dM

(
F̃k, F̃∞

)
.

Since F̃k converges weakly to F̃∞, for a fixed ε > 0, there exists a K ∈ N
such that

dM

(
F̃k, F̃∞

)
≤ ε for all k ≥ K .

Now, for any fixed k ≥ K, by Theorem 3.1 dM (Fk,n, F̃k) → 0 as n → ∞.
Finally, again using (4.2), we have

d2M (Fn, Fk,n) ≤
1

n
Tr

Hn −
k∑

j=−k
Hj,n

2

≤ 1

n

∑
j:|j|>k

∑
i

g2j

(
i−
[nj

2

]
n

)

≤
∑
j:|j|>k

 1

n

n∑
i=1

g2j

(
i−
[nj

2

]
n

)
−

1
2∫

− 1
2

g2j (x)dx



+
∑
j:|j|>k

1
2∫

− 1
2

g2j (x)dx ,
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and due to Conditions (i), (ii), right-hand side goes to zero as n → ∞.
Hence, dM (Fn, F̃∞)→0 as n→∞. This completes the proof of the theorem.

Remark 4.1. The study of the LSD of Hk,n and Hn, when the symmetry
assumption is removed, does not seem to be easy. This requires further
investigation. The following simple observations though may be made. Let
Nk,n = (aij))1≤i,j≤n be the n× n non-symmetric Hankel-type matrix,

ai,j =

{
1 if i+ j = n+ k + 1 and i ≤ [(n+ k)/2] ;
0 otherwise .

Then clearly, the LSD of both Nk,n and N∗k,n are the point mass at zero, δ0.
The LSD of the symmetric matrix Nk,nN

∗
k,n converges in distribution to the

Bernoulli random variable (1/2)δ0 + (1/2)δ1. Since Nk,n +N∗k,n = Dk,n, its
LSD is the symmetric Bernoulli (1/2)δ−1+(1/2)δ1. The limiting moment of
any monomial in (Nk,n, N

∗
k,n) is zero unless Nk,n and N∗k,n appear alternately

in the monomial. However, the limiting joint free cumulants of (Nk,n, N
∗
k,n)

may be non-zero even if they do not appear alternately. For example, it can
be checked that

limκ4
(
Nk,n, Nk,n, N

∗
k,n, N

∗
k,n

)
= 1/4 .
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REFERENCES

[1] A. Bose, S. Gangopadhyay, K. Saha, Random Matrices: Theory Appl. 2,
1350006 (2013).

[2] M. Kac, W.L. Murdock, G. Szegö, J. Rational Mech. Anal. 2, 767 (1953).
[3] A. Böttcher, B. Silbermann, Introduction to Large Truncated Toeplitz

Matrices, Springer-Verlag, New York 1997.
[4] U. Grenander, G. Szegö, Toeplitz Forms and Their Applications, University

of California Press, Berkeley and Los Angeles 1958.
[5] H. Widom, Trans. American Math. Soc. 121, 1 (1966).
[6] V.V. Peller, An Excursion into the Theory of Hankel Operators, in:

Holomorphic Spaces, MSRI Publications, 1998, pp. 65–120,
http://library.msri.org/books/Book33/files/peller.pdf

[7] A. Nica, R. Speicher, Lectures on the Combinatorics of Free Probability,
London Mathematical Society Lecture Notes Series: 353, Cambridge
University Press, 2006.

[8] Z.D. Bai, Statist. Sinica 9, 611 (1999); With comments by G.J. Rodgers and
J.W. Silverstein; and a rejoinder by the author.

http://dx.doi.org/10.1142/S2010326313500068
http://dx.doi.org/10.1142/S2010326313500068
http://dx.doi.org/10.1090/S0002-9947-1966-0187099-X

	1 Introduction
	2 Preliminaries
	3 Hankel-type finite-diagonal matrices
	4 When all diagonals are present

