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We introduce a primitive 2×2 random matrix model with one parame-
ter, 1 ≤ d ≤ 2. It is shown that an ensemble of such matrices has eigenvalue
spacings that transition from near-Poisson statistics, when d = 2, to GOE
statistics for 2 × 2 matrices, when d = 1. This transition can be very
closely modelled by the Brody distribution, where the Brody parameter is
q = (2− d)/d. Exact integral forms for the complete transition are given.
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The Gaussian orthogonal (GOE), unitary (GUE), and symplectic (GSE)
ensembles are cornerstones of random matrix theory (RMT) — they are
often referred to as the classical ensembles of RMT. As such, the statisti-
cal properties of the eigenvalues from these ensembles have been extensively
studied (see Ref. [1]) and are well-known to practitioners of RMT. Long-
range correlations of eigenvalues are quantified using statistics like the num-
ber variance or the spectral rigidity, whereas short-range correlations are
studied via the nearest-neighbour spacing distribution (NNSD).

Of further interest to researchers are transitional (or intermediate) sys-
tems. In RMT, matrix models that transition between the classical en-
sembles, e.g. a GOE-to-GUE transition, or matrix models that transition
between randomly spaced eigenvalues and the classical ensembles, e.g. a
Poisson-to-GOE transition, have been investigated. An expert summary of
these types of transitions is given in chapter 3 of Ref. [2] — we refer the
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reader to that book and references therein (Refs. [3–5] present other ex-
amples). Intermediate eigenvalue (or level) statistics can be indicative of
some underlying symmetry breaking or a mixing of eigenvalues from differ-
ent subspaces that have good symmetries, particularly for physical systems.
By using insights gained from transitional RMT models, one can begin to
quantify, and better understand, these intermediate cases.

In the present work, we focus our attention on the Poisson-to-GOE tran-
sition. In particular, we introduce a new 2× 2 random matrix model, with
one parameter (1 ≤ d ≤ 2), that smoothly transitions from near-Poisson
statistics to (2×2) GOE statistics. An integral form for the NNSD of eigen-
values from our model is presented and shows a surprising resemblance to
the Brody distribution [6].

The random matrix of interest is as follows:

H =

(
|a|d 1

2 |b|
d

1
2 |b|

d 0

)
, (1)

where a and b are real numbers chosen from a Gaussian distribution, with
zero mean and a variance of σ2, and d ≥ 0 (later, we will restrict this to
1 ≤ d ≤ 2, but that is not necessary at this stage). The eigenvalues of H are

E± = 1
2

[
|a|d ±

√
(|a|d)2 + 4

(
1
2 |b|d

)2 ]
, (2)

from which we get the spacing of

s = E+ − E− =
√
|a|2d + |b|2d . (3)

In order to calculate the NNSD for an ensemble of H matrices, we first
start with a statement of the geometrical probability F (s) = P(|a|2d+|b|2d ≤
s2)

F (s) =
1

2πσ2

∫ ∫
︸ ︷︷ ︸

|a|2d+|b|2d≤s2

exp

(
−a

2 + b2

2σ2

)
dadb , (4)

where −∞ < a, b < +∞. Through symmetry arguments, it is then easy to
see that

F (s) =
2

πσ2

∫ ∫
︸ ︷︷ ︸

a2d+b2d≤s2

exp

(
−a

2 + b2

2σ2

)
dadb , (5)

where 0 ≤ a, b <∞. We now introduce the following transformation:

b = a tan1/d ϕ , 0 ≤ ϕ ≤ π

2
, (6)
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which allows us to rewrite Eq. (5) as

F (s) =
2

πσ2

π/2∫
0

s1/d cos1/d ϕ∫
0

a

d

sin
1
d
−1 ϕ

cos
1
d
+1 ϕ

exp

(
−
a2
(
1 + tan2/d ϕ

)
2σ2

)
da dϕ

=
2

πd

π/2∫
0

cos
1
d
−1 ϕ sin

1
d
−1 ϕ

cos2/d ϕ+ sin2/d ϕ

1− exp

−s2/d
(

cos2/d ϕ+ sin2/d ϕ
)

2σ2

dϕ .

(7)

Differentiation with respect to s leads us to the probability density function
for the spacings

P (s) =
2

πd2σ2

π/2∫
0

s
2
d
−1 cos

1
d
−1 ϕ sin

1
d
−1 ϕ

× exp

−s2/d
(

cos2/d ϕ+ sin2/d ϕ
)

2σ2

 dϕ . (8)

The mean value of s can be shown to be

s̄ =

∞∫
0

sP (s)ds =
2d/2Γ (d/2)σd

π

π/2∫
0

cos
1
d
−1 ϕ sin

1
d
−1 ϕ(

cos2/d ϕ+ sin2/d ϕ
)d/2+1

dϕ , (9)

which allows us to define rescaled spacings as S = s/s̄, and the probability
density function for the rescaled spacings (i.e. the NNSD) can finally be
derived

P (S) =
2

πd2σ2

π/2∫
0

s̄
2
dS

2
d
−1 cos

1
d
−1 ϕ sin

1
d
−1 ϕ

× exp

−(s̄S)2/d
(

cos2/d ϕ+ sin2/d ϕ
)

2σ2

 dϕ . (10)

We next study a couple of special cases. For d = 1, it is easy to see that

s̄ =

√
π

2
σ (11)
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and
P (S) =

π

2
S exp

(
−π

4
S2
)
, (12)

which, unsurprisingly, is the NNSD of eigenvalues from the GOE for 2× 2
random matrices (also known as the Wigner surmise for the GOE [the
Wigner–GOE for short] or the Wigner distribution). Shown in Fig. 1 is
P (S) as given by Eq. (12), as well as a numerical study of an ensemble of
107 random H matrices for the case of d = 1. (Note that for all of our
numerical studies, we have set σ = 1, without loss of generality.) For d = 2,
we get the more complicated forms of

s̄ =
2σ2

π3/2

(
Γ 2

(
3

4

)
+ 4Γ 2

(
5

4

))
(13)

and

P (S) =
s̄

2πσ2

π/2∫
0

1√
cosϕ sinϕ

exp

(
− s̄S (cosϕ+ sinϕ)

2σ2

)
dϕ . (14)
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Fig. 1. The histogram shows the NNSD from a numerical study of 107 random
H matrices (see Eq. (1)) with d = 1. The solid curve is the analytical solution
given by Eq. (12).

Shown in Fig. 2 is P (S) as given by Eq. (14), as well as a numerical study
of an ensemble of 107 random H matrices for the case of d = 2. It is quite
interesting how similar Eq. (14) is to the Poisson distribution

P (S) = exp (−S) , (15)
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which describes the NNSD of randomly spaced eigenvalues — if the Poisson
distribution were plotted in Fig. 2, it would essentially be indistinguishable
from the solid curve in that figure.
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Fig. 2. The histogram shows the NNSD from a numerical study of 107 random
H matrices (see Eq. (1)) with d = 2. The solid curve is the analytical solution
given by Eq. (14), where we solve the integral numerically.

For values of d that are between 1 and 2, we work directly with Eq. (10)
— shown in Fig. 3 is P (S) for the case of d = π/2, as well as a numerical
study of an ensemble of 107 random H matrices (for d = π/2), and shown
in Fig. 4 is a near-Poisson-to-Wigner–GOE transition which was achieved
by varying d from 2 to 1 in steps of 0.1. One immediately recognizes that
P (S) closely resembles the Brody distribution [6]

PB(S) = α(q + 1)Sq exp
(
−αSq+1

)
, (16a)

where

α =

[
Γ

(
q + 2

q + 1

)]q+1

(16b)

and q is called the Brody parameter. Note that PB(S) reduces to the Poisson
distribution [Eq. (15)] when q = 0 and to the Wigner distribution [Eq. (12)]
when q = 1. The Brody distribution has been successfully used, as a phe-
nomenological distribution, to model Poisson-to-GOE transitions in many
fields of study. For example, it was used to characterize the transition be-
tween regularity and irregularity in a Hamiltonian system [7] and to describe
energy level statistics in a study of quantum chaos in a ripple billiard [8] and
of random networks [9]. The cumulative form of the Brody distribution was
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Fig. 3. The histogram shows the NNSD from a numerical study of 107 random
H matrices (see Eq. (1)) with d = π/2. The solid curve is the analytical solution
given by Eq. (10), where we solve the integral numerically. The dashed curves are
the solid curves from Figs. 1 and 2.
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Fig. 4. P (S) as obtained from numerically solving Eq. (10) for values of d ranging
from 2 to 1 in steps of 0.1. Note the smooth transition from near-Poisson statistics
to Wigner–GOE statistics.

successfully employed in the study of quantum chaos of the hydrogen atom
in a generalized van der Waals potential [10]. In a study of random points
uniformly distributed on a self-similar fractal, the NNSD of the points was,
in fact, shown to be the Brody distribution [11]. Note that other 2× 2 ma-
trix models whose eigenvalue spacings transition between Poisson and GOE
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statistics exist in the literature [12–14], however their NNSDs are not de-
scribed by PB(S). In fact, as far as we know, a random matrix model whose
eigenvalues have a NNSD that is exactly described by PB(S) does not exist.
If we now set

q =
2− d
d

, (17)

we can study the difference between P (S) and PB(S), as shown in Fig. 5 —
it is fascinating how close these functions are to one another.
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Fig. 5. Shown is PB(S)− P (S) for values of d ranging from 2 to 1 in steps of 0.1.
Once again, the integral in Eq. (10) was solved numerically.

To summarize, we introduced a new 2 × 2 random matrix model H,
with one parameter (1 ≤ d ≤ 2), that smoothly transitions from near-
Poisson statistics to Wigner–GOE statistics. The NNSD of eigenvalues for
an ensemble of H matrices was derived and integral forms were presented.
It was then noted that the NNSD for this model can be closely modelled by
the Brody distribution, where the Brody parameter is q = (2− d)/d.
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