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We use for the first time experimental data for the inclusive heavy-
quark production in proton–lead collisions at the LHC in order to improve
our knowledge of the gluon distribution in nuclei. We first check that the
two most recent global nuclear parton distribution analyses (nCTEQ15
and EPPS16) provide a good overall description of the data, and then use
these data in a PDF reweighing analysis. We find a first clear confirmation
of gluon shadowing at small x. Additionally, it demonstrates that the
inclusion of such heavy-flavour data in a global fit would significantly reduce
the uncertainty on the gluon density down to x ' 7 × 10−6 while keeping
an agreement with the other data of the global fits. Our study accounts
for the factorisation scale uncertainties which become the largest for the
charm(onium) sector.
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1. Introduction

Nuclear parton distribution functions (nPDFs) are important quantities
necessary to describe high-energy collisions including heavy ions, as well as to
give insight into the structure of nuclei. nPDFs are non-perturbative objects
that cannot be calculated by the known methods1. Instead, similarly to what
is done in the case of proton PDFs, nPDFs are extracted from experimental
data in the process of global analysis. However, in the nPDF case not
only the x-dependence is modeled, but also the A-dependence (where A
is the atomic number of the nucleus). This is partly by design to have a
general parametrization of different nuclei, and partly by necessity as there is
typically not a sufficient amount of experimental data to separately constrain
distributions for individual nuclei. The lack of kinematical data is actually
one of the main practical differences between the proton and nuclear PDF
fits. This is illustrated in Fig. 1, where we compare the kinematical range
of data in both cases.
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Fig. 1: Left: Kinematical range of data used in the most recent EPPS16
nPDF global analysis [3]. Right: Example kinematical range of data used
in free-proton PDF global analysis NNPDF3.0 [4] (black lines correspond to
nuclear data).

The lack of data is also the reason why in many cases additional as-
sumptions need to be introduced in the nPDF analyses in order to obtain
stable fits. This necessity, however, can lead to sizable systematic differences
(much bigger than for proton PDFs) between various nPDFs. In particu-
lar, the nuclear gluon distribution is one of the least know flavours. This is
caused by the fact that most of the data used in global nPDF analyses is
from deep inelastic scattering (DIS) process which is not directly sensitive

1 Recently, there is substantial progress in obtaining proton PDFs using Lattice QCD
methods, see e.g. [1]. However, there is still a long way to be competitive with global
fits, especially in the case of nuclei, for a recent review, see [2].
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to the gluon distribution. The only data used in the current analyses with
direct sensitivity to the gluon is pion production from RHIC [5] and dijet
data from CMS [6] (the later is currently included only in the EPPS16 fit).
This leads to large uncertainties which are, however, still underestimated
especially in the small-x region (the dijet data reach down to ∼ 5 × 10−3).
The current errors of the gluon distribution are displayed in Fig. 2.
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Fig. 2: (Color online) Comparison of lead nuclear nPDFs (upper plot) and
a corresponding nuclear ratio, RPb

i = fPb/fPbfree-proton (lower plot), from
nCTEQ15 [7] and EPPS16 [3] nPDF global analyses. The dashed/red curves
represent alternative nCTEQ fits aiming at a more realistic representation
of the gluon uncertainty [8].

To improve the precision of the nuclear gluon (and more generally nPDFs),
we need to include new data into the current analyses. Recently, using heavy-
flavour production at the LHC was proposed for an improved determination
of the small-x gluons in the proton [9–13]. Motivated by the results of these
studies, we had performed the first analysis of the impact of heavy-quark
and heavy-quarkonium data in LHC proton–lead (pPb) collisions on the de-
termination of the nuclear gluon PDF [14]. In the following part of this
contribution, we summarise this study where the reweighting method has
been employed to analyse data for D0, J/ψ, B → J/ψ and Υ (1S) meson
production.

The interpretation of our results depends on the reliability of nPDF
factorisation in the nuclear environment, which is a question of considerable
theoretical and practical importance. In this context, we note that other
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Cold-Nuclear Matter (CNM) effects [15–30] could become relevant in some
specific conditions, in particular for the quarkonium case. In our study, they
can be seen as Higher-Twist (HT) contributions and the use of Leading-Twist
(LT) factorization thus becomes a working assumption to be tested. Once
validated by data, as we will show, this assumption of LT factorization can
then be employed to learn about the internal structure of the nucleus.

2. Data selection

Just like for all global PDF fits, a data selection is in order to avoid HT
corrections. In our case, it is also important to select a kinematical region
where gluon fusion dominates and other effects are negligible. As such, we
considered the open- and hidden-heavy-flavor production in pA collisions at
LHC energies. In the quarkonium case, due to the large Lorentz boost at
these energies, the heavy-quark pair remains almost point-like all along its
way through the nuclear matter. Therefore, break-up [31, 32], thought to
be important at lower energies, is negligible at the LHC. We also focused
on J/ψ and Υ (1S) data to limit the contamination by possible comover
effects [17–20, 33] on the more fragile excited states (ψ(2S), Υ (2S), Υ (3S)).

Overall, this reduces the data set to that of the D0, J/ψ, B → J/ψ and
Υ (1S). The particular data sets included in the analysis are summarized in
Table I. We could also add the forward dAu J/ψ RHIC data. Instead, we
preferred to focus on the LHC data and to use the RHIC [34, 35] ones as a
cross check.

TABLE I

Summary of the input data and the choice of the central factorization scales for
the meson production.

p+ p data RpPb data µ0 scale

D0 LHCb [36] ALICE [37], √
4M2

D0 + P 2
T,D0LHCb [38]

J/ψ LHCb [39, 40] ALICE [41, 42], √
M2
J/ψ + P 2

T,J/ψLHCb [43, 44]

B → J/ψ LHCb [39, 40] LHCb [44]
√

4M2
B +

(
MB

MJ/ψ
PT,J/ψ

)2
Υ (1S) ALICE [45], ALICE [50], √

M2
Υ (1S) + P 2

T,Υ (1S)

ATLAS [46], ATLAS [51],
CMS [47], LHCb [52]
LHCb [48, 49]
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3. Methodology

In this work, we concentrate on pA (with A being lead nucleus) data
normalized to the corresponding pp measurements, and given in terms of
nuclear modification factors (NMF) RpA ≡ dσpA/(A× dσpp). Similarly, it is
convenient to define parton level counterparts of the NMF for quarks, RAq ,
and gluons, RAg , as a ratio of nuclear and proton PDFs. In the absence of
nuclear effects, RAg(q) = 1 and one should observe RpA(OH) ' 1.

The focus on RpA has several advantages. It allows us to leave aside, in
the theory evaluation, the proton PDF uncertainty at very small x which
may not always be negligible. Second, RpA is in general less sensitive to QCD
corrections (to the parton scattering) which may affect the normalization of
the cross-section predictions. Third, some experimental uncertainties cancel
in RpA and, at the LHC, RpPb is usually more precise than the corresponding
pPb cross sections.

3.1. Data driven method

To connect RpA and RAg , we will use the data-driven approach of [53–55],
where the parton-scattering-matrix elements squared |A|2 are determined
from pp data assuming a 2→ 2 kinematics. It was first motivated to bypass
the complications inherent to our lack of understanding of the quarkonium-
production mechanisms (see e.g. [56, 57]), whereas it suffices to evaluate the
nPDF effects in RpA with the requested accuracy. Such an approach also
applies to open heavy-flavored (HF) hadrons [53]. In the latter cases, full-
fledged perturbative QCD computations exist: GM-VFNS [58–62], MG5aMC
[63] and FONLL [64–66] which we have used to further validate the method.
As in [53], we use a specific empirical functional form for |A|2

|A|2 =
λ2κsx1x2
M2
H

exp

−κmin
(
P 2
T,H, 〈PT〉2

)
M2
H


×

[
1 + θ

(
P 2
T,H − 〈PT〉2

) κ
n

P 2
T,H − 〈PT〉2

M2
H

]−n
, (1)

which was initially proposed in [67] to model single-quarkonium hadropro-
duction for double-parton scattering studies [67–71] and which is sufficiently
flexible to give a good description of single-inclusive-particle-production data.
In the above equation, the four parameters κ, λ, 〈PT〉 and n are, in general,
free parameters to be determined by the experimental data. Here, ki de-
notes the partons involved in the hard scattering, x1,2 are the longitudinal
momentum fractions carried by the initial partons, and s is the square of the
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center-of-mass energy of the nucleon–nucleon collisions. The transverse mo-
mentum and the mass of the produced particle H are labeled PT,H andMH.
After convolving with the nucleon PDF, one gets the physical cross section.
There are several advantages in using this approach: (i) the uncertainty in
the pp cross section is controlled by the measured data, which also enters
RpA, (ii) it can be applied to any single-inclusive-particle spectrum as long as
the relative weights of the different channels (parton luminosities times |A|2)
are known, (iii) the event generation is much faster than with QCD-based
codes, which allowed us to study several nPDFs (2 in our case) with several
scale choices in an acceptable amount of computing time. Indeed, to fully
quantify the intrinsic theoretical uncertainty from the factorization scale µF,
we have varied it about a default scale µ0 as µF = ξµ0 with ξ = 1, 2, 0.5. The
choice of the µ0 scale for different types of data is provided in Table I. We
have also checked that, for the cases of D0 meson and B → J/ψ production,
the scale uncertainty is nearly identical to that obtained with FONLL. As
expected, FONLL gives much larger scale uncertainties on the yields.

3.2. Reweighting method

As announced, to study the impact of HF experimental data on the
gluon nPDF determination without performing a full fit, we employed the
Bayesian-reweighting method [72–77]. Since both nCTEQ15 and EPPS16
are Hessian nPDFs, we first converted the 32 and 40 Hessian error PDFs
into 104 Monte Carlo PDF replicas2; then we prescribe weights to individ-
ual replicas (which results in a change of the underlying probability distri-
bution). Different versions of the reweighting method use different weight
definitions. In the present study, we followed the same approach as in the
recent nCTEQ paper [77], which features the following weight definition:

wk=
e−

1
2
χ2
k/T

1
Nrep

∑Nrep
i e−

1
2
χ2
i /T

, with χ2
i (fN)=

(
1−fN
δglobal

)2

+ Σj

(
Tj−fNDj

δuncorrj

)2

,

(2)
where T is a tolerance factor used in the initial fit, fN is a global normal-
ization factor for each data set, δglobal is the global relative error, Ti is the
theoretical prediction, Di is the central value of the experimental data and
δuncorri is the uncorrelated error. The expectation value and variance of any
PDF-dependent observable can be then computed as

2 The nCTEQ15 and EPPS16 Hessian nPDFs provide a 90% confidence level (C.L.)
uncertainty. However, in what follows, our results will be displayed at 68% C.L.,
i.e. 1σ. This simply amounts to reduce the uncertainties by

√
2erf−1(0.90) ' 1.645.
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〈O〉new =
1

Nrep

Nrep∑
k=1

wkO(fk) , δ 〈O〉new =

√√√√ 1

Nrep

Nrep∑
k=1

wk
(
O(fk)− 〈O〉new

)2
.

(3)

4. Results

Figures 3 (a)–(d) show a representative comparison of our theoretical
calculations with the data for D0, J/ψ, B → J/ψ and Υ (1S). The NMF ob-
tained with nCTEQ15 and EPPS16 have significantly different central values
and uncertainties but both agree with the data giving χ2/N of 0.90 and 2.24
respectively. This observation is striking as the used gluon nPDFs were de-
rived from totally different observables like DIS and Drell–Yan, and yet they
allow one to reproduce the most important feature of the data [53] which
makes our reweighting analysis meaningful. We see this as a confirmation
of the LT factorization (see also [78–81]).

As for the reweighting results (black/blue hatched bands in Figs. 3 (a)–
(b)), if we could simply fix the scale to a single value for each particle, the
LHC RpPb data for promptD0 and J/ψ would reduce the uncertainties of the
gluon density by a factor as large as 3 for EPPS16 and 2 for nCTEQ15 down
to x ' 7×10−6 (compare the relative size of the black/blue and red/hatched
bands in Figs. 3 (a) and (d)). The current B → J/ψ and Υ (1S) data do
not constrain the gluon nPDFs due to their very large uncertainties and
relatively large scales. Yet, the larger samples collected at 8 TeV should
improve the situation.

We now discuss the scale uncertainties and first recall that dσpPb ∼
fpg (fpgRPb

g )⊗ |A|2. Due to QCD evolution, a larger µF implies a RPb
g closer

to unity together with a smaller PDF uncertainty. These general features
are clearly visible in Figs. 3 (a)–(d); the bands are closer to unity and shrink
from µF = 0.5µ0 to µF = 2µ0. In the nCTEQ15 case, such variations for
the D0 and J/ψ cases are even similar to the nPDF uncertainty itself.

Clearly, such a scale ambiguity should impact the reweighting results
even though the (black/blue) reweighted bands seems not to show such a
sensitivity. It is perfectly normal since the replicas are to match the data.
The key point is that they match it at different scales. Consequently, when
the reweighted bands are evolved to a common scale (here µF = 2 GeV),
the reweighted nPDF uncertainties obtained with different scales do not
superimpose (compare the black, blue and green bands in Figs. 4 (a)–(b)).

The envelope of these scale-induced variations is about twice as large as
their width for the D0 and J/ψ cases, confirming that the scale uncertainty
must be accounted for to obtain reliable uncertainties from these rather
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Fig. 3: (Color online) Selected RpPb results before and after reweighting for
(a) promptD0, (b) prompt J/ψ, (c) B → J/ψ, (d) Υ (1S). The experimental
data are from [38, 44, 50, 82, 83].
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precise data. For the heavier bottom(onium) states, the scale uncertainty is
not only much smaller than the nPDF uncertainties but also very small in
absolute value, which gives us confidence that more precise data could play
a major role for a precision determination of the gluon nPDF at small x.

Fig. 4: (Color online) NPDF uncertainties for (a) nCTEQ15 and (b) EPPS16
after the reweighting.

Despite these uncertainties, our results are striking: the D0 and J/ψ
data point to the same magnitude of RPb

g and their inclusion in the EPPS16
fit would likely result in a considerable reduction of its gluon uncertainty
by a factor as large as 1.7, see Fig. 4 (b). For nCTEQ15, the effect seems
less spectacular but we should recall that the original nCTEQ15 values at
x below 10−3 are pure extrapolation. The dashed/red lines in Fig. 4 (a)
illustrate this by showing two equally good fits [8], which are, in fact, now
excluded by the LHC HF pPb data. Overall, the extrapolation to small x
of nCTEQ15 is unexpectedly well-confirmed by the charm(onium) data.

Beside the mere observations of the nPDF-uncertainty reduction, our re-
sults have two very important physics interpretations. First, the LHC pPb
HF data give us the first real observation of gluon shadowing at small x with
RPb
g smaller than unity — the no-shadowing null-hypothesis — by more than

11.7 (10.9) and 7.3 (7.1) σ at x = 10−5 and µF = 2 GeV for nCTEQ15 and
EPPS16 using D0 (J/ψ) data (see Figs. 4 (a)–(b), left panels). Our results
thus quantitatively confirm the qualitative observations of [80, 81, 84] indi-
rectly made from J/ψ photoproduction on lead, which strictly speaking is
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sensitive on nuclear gluon generalized parton distributions — not nPDFs —
and suffers from significant scale uncertainties [85, 86]. Second, our analy-
sis corroborates the existence of a gluon anti-shadowing [87]: RPb

g > 1 for
x ' 0.1. We have explicitly checked these observations with FONLL calcula-
tions for D0 production which returns very similar results. A comparative
study paving the way to a first fit will be presented in a separate publication.

Last but not least, we consider the global coherence of the HF con-
straints with other data (to be) included in nPDF global fits. We do it
with nCTEQ15 of which 2 of us are authors and for which we have all the
data at hand. First, let us observe that the agreement with the DIS NMC
data [88], the only DIS set with a mild sensitivity to the gluon distribution,
is not degraded. The original χ2/N , 0.58, becomes (with ξ = (1, 2, 0.5))
(0.58, 0.57, 0.81) for D0, (0.58, 0.56, 0.85) for J/ψ, (0.68, 0.63, 0.75) for
B → J/ψ. Clearly, the inclusion of HF data does not create any tension
with the DIS data. One can also make a similar comparison for the W/Z
pPb LHC data whose impact on nCTEQ15 was recently studied [77] using
the same reweighting technique. The χ2/N of these data was found to be
2.43. It becomes, after our HF reweighting, (2.49, 3.11, 2.14) for D0, (2.66,
3.25, 2.25) for J/ψ, (2.10, 2.15, 2.08) for B → J/ψ. With the same caveats
as above, they tend to be smaller for ξ = 0.5 and larger for ξ = 2 at variance
with what one observes with the NMC data. Finally, let us look at the co-
herence with the J/ψ PHENIX forward RdAu results [34, 35]. The χ2/N of
these data for nCTEQ15 is (1.99, 5.33, 2.33) (with ξ = (1, 2, 0.5)) and after
our HF J/ψ LHC reweighting it becomes (1.93, 0.43, 3.35). This confirms
the global coherence of the HF constraints.

5. Conclusions

We used for the first time experimental data for the inclusive HF (D0,
J/ψ, B → J/ψ and Υ (1S) mesons) production in pPb collisions at the LHC
to improve our knowledge of the gluon density inside heavy nuclei. We
compared the data with computations obtained in the standard LT factor-
ization framework at NLO QCD endowed with the two most recent globally
fit nPDFs (nCTEQ15, EPPS16). No other nuclear effects were included
which are supposed to be of HT origin and hence suppressed as inverse pow-
ers of the hard scale. We found a good description of the LHC data with
both nCTEQ15 and EPPS16 nPDFs validating our theoretical framework.

By performing a Bayesian-reweighting analysis and studying the scale
uncertainties, we then demonstrated that the existing heavy quark(onium)
data can significantly — and coherently — reduce the uncertainty of the
gluon density down to momentum fractions x ' 7×10−6. For charm(onium),
the gluons are shadowed with a statistical significance beyond 7σ at µF =
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2 GeV and x = 10−5. These data should thus be included in the next gener-
ation of global nPDF analyses. While our results cannot rule out that other
HT CNM effects were effectively “absorbed” into seemingly universal LT nu-
clear PDFs, the observed consistent description of both the D0 and J/ψ
data is far non-trivial since they may interact differently with the nuclear
matter.
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