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This paper conducts bifurcation analysis of the extended (3+1)-dimen-
sional nonlinear Kudryashov’s equation (EKE), classifies traveling wave
solutions, and investigates the chaotic behaviors of the equations under
specific perturbations. Firstly, the traveling wave transformation is in-
troduced to reduce the EKE to a dynamical system, and then Gaussian
solitons are obtained using the generalized trial equation method. In the
following step, the existence of periodic and soliton solutions is confirmed
through qualitative analysis provided by bifurcation theory and phase di-
agrams. To verify the conclusions of the qualitative analysis, the complete
discrimination system for the polynomial method (CDSPM) is employed
for classification, thus enabling the traveling wave solutions. Finally, sinu-
soidal and Gaussian perturbations are introduced, and the corresponding
Lyapunov exponents are used to verify the existence of chaotic behaviors.
This paper presents the first application of the CDSPM method to the
EKE, yielding several novel results including Gaussian soliton solutions,
prior estimates for periodic and soliton solutions. Additionally, traveling
wave solutions in the form of hyper-elliptic functions and inverse trigono-
metric functions are also initially given. Finally, the chaotic behavior of
the EKE under perturbation terms is presented.
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1. Introduction

The nonlinear Schrédinger equation (NLSE) is a widely employed math-
ematical model for describing nonlinear phenomena in physics [1-4]. For
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instance, in condensed matter physics, it can be used to simulate macro-
scopic superfluid behavior in Bose-Einstein condensates [5, 6]. In nonlinear
optics, the NLSE is extensively employed to describe the propagation of
laser pulses through nonlinear dispersive media and the associated nonlin-
ear wave phenomena |7, 8]. Given the significance of the NLSE, researchers
have employed various methods to derive exact solutions. Ling et al. [9] use
a unified Darboux transformation combined with a matrix analysis method
to find solutions such as breathers and dark-dark solitons for the mixed
coupled nonlinear Schrédinger equations under non-zero background con-
ditions. Yildirim et al. [10] employ the Lie symmetry analysis to obtain
exponential-form solutions for the N-coupled NLSEs. Akhmediev et al. |11]
use a modified Darboux transformation to derive a complete hierarchy of ra-
tional solutions for the self-focusing NLSE, revealing its connection to rogue
waves. Polyanin et al. [12] combined the method of generalized separation
of variables with the method of functional constraints to obtain traveling
wave and periodic solutions for the NLSE with constant and variable de-
lay. Kudryashov et al. [13] focus on the third-order derivative NLSE in the
Kaup—Newell hierarchy, which is simplified by traveling wave transforma-
tion. After verifying its integrability with the Painlevé test, they derive pe-
riodic and solitary wave solutions, providing key references for higher-order
NLSE dynamical analysis. These studies have significantly enhanced the
theoretical understanding of nonlinear wave dynamics through innovative
mathematical methods for obtaining exact solutions to the NLSE, providing
a solid foundation for practical applications in fields such as optics, plasma
physics, and extreme wave phenomena.

Kudryashov’s equation (KE) is an important extended form of the NLSE.
By introducing generalized power-law nonlinear terms, it significantly im-
proves the accuracy of modeling wave propagation in complex optical me-
dia [14]. To further expand its application scenarios, researchers have made
multiple improvements to the equation. For instance, they have introduced
truncated M-fractional derivatives [15], magneto-optic parameters [16], and
expanded the order of nonlinear terms [17, 18|. Besides these, Mirza-
zadeh et al. [19] have proposed the extended (3+1)-dimensional nonlinear
conformable Kudryashov’s equation, which generalizes the NLSE to (3+1)-
dimension for the first time. Combining the flexibility and accuracy of the
conformable derivative, it effectively enriches the equation’s ability to de-
scribe key physical phenomena such as the memory effect of fiber pulses
and 3D optical fields. It also provides important theoretical support for
the design of optical devices and the optimization of optical communica-
tion systems [19]. This paper focuses on the (3+1)-dimensional extended
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Kudryashov’s equation (EKE). Its specific form is as follows:

iQt - (GIQxx + a2qyy + a3qz: + 2a4QQ:y - 2a5QJ}z - 2a6q;;z)

b b
N (‘qu‘q;ﬁbgrq\ubaqr%) =0, 1)

where q(z,y, 2z,t) is a complex waveform function, the variables z,y, z are
three-dimensional spatial coordinates, and t is the time variable. a; and
bj (i =1,...,6 and j = 1,...,4) are the parameters for the linear and
nonlinear terms, respectively.

Recently, many researchers have conducted studies on the solution of
EKE exact solutions. Ur Rehman et al. [20] obtain exact solutions of the
EKE using the ¢%-model expansion method. These solutions include Jacobi
elliptic functions, as well as hyperbolic function solutions and trigonometric
function solutions derived when a key parameter (related to the periodicity
of Jacobi elliptic functions) approaches 1 or 0, such as dark solitons and
bright solitons. Building on this work, Rabie et al. |21] adopt the extended
F-expansion technique. They supplement exponential solutions and ratio-
nal solutions, and analyze the influence of the specific parameter on typical
dark solitons and singular solitons. Subsequently, Rabie et al. [22] fur-
ther introduce the conformable fractional derivative. By using the improved
modified extended tanh-function method, they obtain fractional-order sin-
gular periodic solutions and bright solitons, which extends the application
scope to the scenario of generalized anti-cubic nonlinearity, filling the gap in
fractional-order solutions of the EKE.

Although the aforementioned studies have achieved remarkable results,
the solution to the traveling wave solutions of EKE remains incomplete, and
the qualitative analysis is also needed. The CDSPM serves as a powerful
tool to address this gap. Upon transforming the original equation into its
integral form, it can construct all single traveling wave solutions of nonlin-
ear equations [23-27]. Moreover, by systematically analyzing the structure
of polynomial roots and the relationships between their coefficients, CD-
SPM also provides support for qualitative analysis [28, 29]. For instance,
Kai et al. [30] apply CDSPM to the study of Ito-type coupled nonlinear
wave equations, clarifying the existing conditions of solutions, revealing the
system’s topological properties, and providing guidance for constructing ex-
act solutions. He et al. [31] also apply CDSPM to the (1+1)-dimensional
Kudryashov’s equation with third-order dispersion, deriving all its exact
traveling wave solutions and verifying periodic and soliton solutions.

This paper uses CDSPM to carry out a thorough analysis of the EKE
and derive all possible traveling wave solutions. Section 2 transforms EKE
into a traveling wave system and uses the generalized trial method to derive
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Gaussian soliton solutions under specific parameter conditions. Section 3
performs a qualitative analysis of the resulting dynamical system to confirm
the existence of periodic and soliton solutions using the bifurcation theory
and phase diagrams. Section 4 classifies and solves all exact traveling wave
solutions using CDSPM, thereby verifying the aforementioned qualitative
conclusions. Section 5 introduces specific perturbation terms and uses the
Lyapunov exponents to explore chaotic behaviors. Section 6 summarizes the

paper.

2. Reduced system under traveling wave transformation

In this section, we introduce the following transformation to simplify
EKE into a traveling wave system:

u(.’]}', yu Z, t) — W(n) ei&”(:t,y,z,t) ,
U(z,y,2,t) = —p1& —pay —psz + 2+ ¢o,
n = Qizr+ Qay + W3z — st, @)

where (01, (D2, Q3 are the spatial direction weights, p1, p2, p3 are the wave
numbers in each direction, s is the wave velocity, {2 is the angular frequency,
and ¢g is the initial phase constant.

Substituting Eq. (2) into Eq. (1) and separating the imaginary and real
parts, the imaginary and real parts are obtained as follows:

s = 2Q1(a1p1 + aup2 — asps) + 2Q2(aop2 + ayp1 — apps)
+2Q3(a3ps — aspr — agp2), (3)
and
— MW"+ (= Q2+ N)W+b W27 by W "+ oW 4 o W2 = 0, (4)
where

M = a1Q7 + a2Q3 + a3Q3 — 2a4Q1Q2 — 2a5Q1Q3 — 2a6Q2Q3,  (5)

and
N = a1p} + asp} + asp} + 2a4p1p2 — 2a5p1ps — 2acpaps - (6)
In order to simplify Eq. (4), we introduce the following transformation:
W=z, (7)
then we get
—nMZZ" — M(1—n) (Z')? + n®b +n2byZ + n*(—2 + N)Z?
+n2b3 2% + n*b4Z* = 0. (8)
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Regarded this, we have

hsZZ" + he (Z')° = ho + M Z + hoZ% + h3 Z® + haZ*, (9)

ho = n%by,  hy=n%by,  hy=n?(-2+N),
hy = n?bs,  hyg=n%by, hy=-nM, he=-M(1—-n). (10)

If hs # 0, Eq. (9) can be rewritten as

72" — 1 (Z2')* = ZF(2), (11)
where
fl L F@) =meZ b mZ s maZ by tmy (12)
with coeflicients
mo = b1, m; =N — (2, mo = bs, ms = by, my = ba.
(13)

Gaussian solitons, as a special type of localized solution, hold significant
physical importance in nonlinear optics and wave propagation [32]. If the
parameters in Eq. (9) satisfy the following conditions:

ho=h1 =h3=hs =0, hy = -2, hs =1, he = -1, (14)
then transform Eq. (9) into
727" —(2')? +22% = 0. (15)

Next, we employ the generalized trial method [33], and the corresponding
Gaussian soliton solution can be obtained as

Z(n) = De~ () (16)

as shown in Fig. 1.

In this section, the EKE is simplified to a traveling wave system. Building
on this, the section presents the Gaussian soliton solution to the EKE for
the first time, obtained via the generalized trial method, and provides its
corresponding graphical representation.
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Fig. 1. The Gaussian soliton solution. The case of D =1, 1y = 0 in Eq. (16).

3. Qualitative analysis

In this section, the focus remains on the traveling wave system, Eq. (11),
that was introduced in the preceding section.

In order to focus on key dynamical behaviors, such as equilibrium points,
we first transform Eq. (11) into the following two-dimensional dynamical
system form:

p=12,
17
Z':F(Z)—FﬁpQ. {17)
Z
Using the first integral method, we obtain
(Z,)z :TO+T1Z+T‘2Z2+T323+T4Z4+T’5Z2f1 , (18)
where
2 1 2
= -2 =—=b =—(N-1

7o 5 1 1 972" T2 3( )

Ty = —2byg, s =0C, (19)

and C is a constant of integration.

Considering that the integral form derived from Eq. (18) is usually im-
possible to solve precisely, we take f; = % as an example for discussion. It

should be noted that when f; takes different values, this method can be
applied in a similar manner. When f; = %, Eq. (18) can be written as

(Z/)2 :TQ+T1Z+T2Z2+T3Z3+T4Z4+T5Z5. (20)
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We introduce the transformation

r
Z=0¢- 5%5 ; (21)
then we get
(¢)° = ks® + k3¢® + kad® + k19 + ko - (22)
Next, we transform Eq. (22) into the following dynamical system:
p=v,
vi= gkw“ t ;kscf + koo + by . >
The corresponding Hamiltonian can be written as
H(0,6) = 5% — 5 (ks + kst® + ad? + 19) (24)
which satisfies OH , oH ,
% =, 9 = —¢ . (25)

To introduce the properties of equilibrium points, we introduce the deriva-
tive of the negative potential energy function as follows:

5
—U'(¢) = Shs (6" + 520" + 516 + 50) (26)
where
k1 2ko 3ks

S0 = —— 51 = — Sg = ——.
0 1 5k‘5 ) 2 5k'5
Since Eq. (23) is an autonomous system, its trajectory corresponds to the
contour lines of the Hamiltonian. To investigate the properties of equilib-
rium points in the dynamical system, the relationship between the roots and
coefficients is analyzed. We introduce the following complete discriminant

system of the fourth order:

(27)

Oy = 953 — 325950, K =4, Ky = —s9,
K3 = —s% + 85950 — 95% ,

27
Ky = —s357 + 4sasg + 365957 — 325353 — Zsil + 6453 . (28)
According to the complete discriminant system, the quartic polynomial

can be classified into nine categories. Two of these are rarely observed in
physical applications, so below we focus on the seven representative types.



1-A2.8 Q. LN

Type I
Ky >0, K3>0, Ko >0,

~U(6) = Sks(6 — )6~ )6~ 1) ).
(a+p+7+d=0, a<fB<y<d). (29)

In this case, the system has four equilibrium points: (¢, 0), (53,0), (v,0),
and (0,0). When k5 > 0, («,0) and (v, 0) are saddle points, and (3,0) and
(6,0) are center points. When k5 < 0, («,0) and (v,0) are center points,
and (B,0) and (4,0) are saddle points. If we take ks = +1, k3 = +%0,
ko = 0, and k1 = £5, we obtain o« = =3, § = —1, v =1, and § = 3. The
corresponding phase diagram is shown in Fig. 2. In Fig. 2 (a), the red closed
trajectory surrounding the center corresponds to a periodic solution, while
the blue homoclinic trajectory passing through the saddle point indicates
the existence of a bell-shaped soliton solution. Similarly, in Fig. 2 (b), the
red trajectory corresponds to a periodic solution, and the blue trajectory
corresponds to a bell-shaped soliton solution.

Fig. 2. Type I: Phase diagram of Eq. (29): (a) ks = 1; (b) k5 = —1.

Type 11
K3:K4:0,02>0,K2<0,

U0) = ks(0 -0’ (6-B).  (BatB=0, a<h.  (30)

In this case, the system has two equilibrium points, (a,0), and (3,0).
When k5 > 0, («,0) is a cuspidal point and (5,0) is a center point. When
ks < 0, (o, 0) is a center point and (3, 0) is a saddle point. If ks = £1, k3 = 0,
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ko = :l:g, and k1 = :l:l%, then a = —0.5 and 8 = 1.5. The corresponding
image diagram is shown in Fig. 3. In Fig. 3 (a), the red trajectory lines
indicate the existence of periodic solutions. Similarly, in Fig. 3 (b), the red
trajectory lines indicate the existence of periodic solutions, while the blue

trajectory lines indicate the existence of bell-shaped soliton solutions.

Fig.3. Type II: Phase diagram of Eq. (30): (a) ks = 1; (b) ks = —1.

Type 11T
K4:07 K37é07 K2>07

~U'(¢) = 3r5(d — )* (6 — B) (¢ — ),
2a+pB+7=0, y<a<p). (31)

In this case, the system has three equilibrium points: («,0), (8,0), and
(7,0). When k5 > 0, (o, 0) is a cuspidal point, (3,0) is a saddle point, and
(7,0) is a center point. When ks < 0, («,0) is a cuspidal point, (3,0) is
a center point, and (v, 0) is a saddle point. If k5 = £1, k3 = :tg, ko = k1 =0,
then a =0, 8 =1, and v = —1. The corresponding phase diagram is shown
in Fig. 4. In Fig. 4 (a), the red trajectory indicates the existence of periodic
solutions, while the blue trajectory, which starts from the cuspidal point
and returns to the same cuspidal point, is a homoclinic orbit, indicating the
existence of bell-shaped soliton solutions. Similarly, the red trajectory in
Fig. 4 (b) indicates the existence of periodic solutions, and the blue trajectory
indicates the existence of bell-shaped soliton solutions.
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Fig.4. Type III: Phase diagram of Eq. (31): (a) ks = 1; (b) ks = —1.

Type IV
K, <0, KoK3 >0,

U'(68) = ks [(6— ) + 7] (6~ (6 - ),
a+y+6=0, v>9). (32)

In this case, the system has two equilibrium points, (v,0) and (4,0).
When k5 > 0, (4,0) is a saddle point and (,0) is a center point. When
ks < 0, (6,0) is the center point, and (v,0) is the saddle point. If we set
ki1 =41, ks = £5, ko = 0, and k1 = £20, we obtain a =0, B =1, v = 2,
and § = —2. The corresponding phase diagram is shown in Fig. 5, where
the red trajectory indicates the existence of periodic solutions, and the blue
trajectory indicates the existence of bell-shaped soliton solutions.

v
o

Fig.5. Type IV: Phase diagram of Eq. (32): (a) ks = 1; (b) ks = —1.
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The following discussion addresses the special case, where the equilibrium
point is the sole type of cuspidal points. As this represents solutions for
a finite class only, this paper shall treat it succinctly.

Type V
K3:K4:0,K2§0,82251:80:0,

~U'(6) = grsd*. (3)

In this case, the system has a unique equilibrium point (0,0), which is
a cuspidal point. When ks > 0 and k5 < 0, the behavior of the system is
the same.

Type VI
KoKz <0, K4 =0,

~U'(¢) = %mm @) [(6— B> ++7 ,
(a+B8 =0). (34)

The system has a unique equilibrium point («,0), which is a cuspidal
point. For k5 > 0 and k5 < 0, the behavior is the same. Similar to type V.

Type VII
Ki=K3=05=0, Ko >0,

U'(6) = 2rsl6— )6~ ),
(a+B = 0). (35)

In this case, there are two equilibrium points, («,0) and (3,0). When
ks > 0, both points are cuspidal points, and when k5 < 0, they remain
cuspidal points. This case can be interpreted as a double cuspidal point
extension of the single cuspidal point case shown in type V.

This section formulates the Hamiltonian according to the traveling wave
system. Employing CDSPM to examine the relationship between the poly-
nomial roots and coefficients of the potential energy function, we determine
the type of equilibrium points and corresponding trajectories through bi-
furcation analysis, thereby proving the existence of periodic and soliton
solutions. In the subsequent section, all traveling wave solutions will be
presented to substantiate the conclusions drawn in this part.
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4. Precise wave solutions

This section studies the exact traveling wave solutions for Eq. (22) to
support the qualitative insights from Section 3. Letting k5 = 1 (other value
of k5 could be trained similarly), Eq. (22) transforms into

(@)% = 6° + ks® + ka? + k6 + ko . (36)

The integral representation is

do
£ —m) = [ e , (37)
VO + ks + kad? + k1d + ko
where 7 serves as a constant of integration.
We define a polynomial as
R(¢) = ¢° + k3¢® + k2¢® + k16 + ko . (38)

To systematically classify root structures and provide integral forms for
subsequent solutions, we now introduce the complete discriminant system

for Eq. (38)
Oy = 3k3 — 8kiks, Ky = —kg,
K3 = 40ksk; — 12k3 — 45k3

Ky = 12k3k) — 4k3k3 + 117ksk k3 — 88k3 k3
—40kokoks — 27k2 — 300kok; ko + 160k3

K5 = —1600kokok; — 3750koksks + 2000k3k3 k3
—4Kk3K2K? + 16k3k3ko — 900k, k2 k3
+825k3k3kE 4 144k3k3k3 + 16k3k3
+108k3kY — 128k1k2 — 27k k3 + 3125k
+108kok3 + 2250k k3kg — T2kok1 koks
+560kokakik? — 630kok ksks
Jo = 160k7k3 + 900k3k; — 48k k3 + 60k: k3 k3
+16k3k5 + 1500kskak ko + 625k3k3
—1100k3koks — 3375koks . (39)

Based on the above system, we explore 12 cases for the traveling wave
solutions of Eq. (38).
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Case (1)
When Ky = K5 =0, K3 >0, Jo # 0, R(¢) can be expressed as follows:

R(¢) = (¢ —u1)*(¢ — u2)*(¢ — u3) - (40)

Assuming ¢ > ug, we obtain the following solutions:
1. if ug > uy, ug > u9, we get

+(u1 —u2)(n —no) = 2v/ug — uj arctan ¢~ us
us — up

—2v/ug — ug arctan 4/ ¢~ us ; (41)
ug — U

2. if ug < wug, ug > uy, we obtain

+(ug —u2)(n —no) = 2v/uz — uy arctan ¢~ us
u3z — Ui

2 Y w Ve
Vug —u3z [V —uz + uz — ug

;o (42)

3. if ug < uy, us > ug, we get

- VO —uz —Vur —ug
+(ur —u2)(n —m) = V1 — us = Vo —us + vur — ug

—2y/u3 — uj arctan ¢~ us (43)

UB_UZ'

When uy = 2, ug = —0.1, ug = 1.3, o = 0, as shown in Fig. 6, a dark
soliton appears.
4. if ug < uq, ug < us, the corresponding solution is expressed as follows:

o Vo —us = Vun —us
+(up —u2)(n—mno) = mln Vo —uz + /up — us
L |Yeuso v tu

Vg —uz V¢ —uz + /ug —ug

(44)

When uy =7, ug = 5, uz = 1.3, 9 = 0, as demonstrated in Fig. 7, a singular
soliton solution is evident.
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Fig.6. The graphical representation of dark soliton solution.

[ ¢

n

Fig. 7. The graphical representation of singular soliton solution.

Case (2)
When K3 = Ky = K5 = O3 =0, Ky # 0, R(¢) can be given as follows:
R(¢) = (6 — )" (¢ — u2). (45)

Assuming ¢ > ug, we obtain the following solution:
1. if uy > uo, we obtained the following solution:

1 1 Vo —uy — uy —up
4 (o — ) = + In ; (46
(uz—u1)(n—mo) Vo —uz  2/ur — ug Vo —ug + up — ug (46)
2. if ug > u1, we get
(ug —ur)(n —mo) = Vo + ! arctan ¢~ ur (47)

¢ —ug Vg — up ug —uy
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Case (3)
When K3 = Ky = K5 =0, K3 #0, Oy # 0, R(¢) can be written as
R(¢) = (¢ —u1)* (¢ —u2)”. (48)

Assuming ¢ > wuy, we obtain the following solution:
1. if ug > uy, we get

(4 — 1) (0 — 7o) = — %-\/U1-—’Ugarctan,w/(ﬁ__QLl' (49)

¢ —uy ug —ug

2. if w1 > ue, we obtain

1 \/d)—ul—\/uQ—ul 2
+(ug — — = 1 ; (50
(u2 = u1)(n — no) N e T IV i ] Rl (50)
Case (4)
When Ky = K3 = Ky = K5 =0, R(¢) can be given as
R(¢) = (¢ —w1)’. (51)
For w; = 0 and 7y = 0, corresponding solutions are ¢; = %7]3/ 2 and
P2 = —%TI_3/2-
Case (5)

When Ky = K5 = 0, K3 < 0, Oy # 0, R(¢) can be presented in the
following form:

R(g) = (¢ —w) (¢* +cp+1)° . (52)
When ¢? — 41 < 0, we get

cos £ arctan <

2 2Xsin &/ — ug
Y b — u )
+sin§1n <¢—u1—A2—2Acos§m> (53)
2 d—ur — A2+ 2 cosé/p—u1 )

1 4] — 2
A= (u}+cup + l)i , £= 5 arctan\/z. (54)

For the subsequent Cases (6)—(9), the roots of the polynomial involve
higher multiplicities or combinations, rendering it impossible to obtain closed-
form expressions using elementary functions alone. In such instances, elliptic

+(n—mno) =

where
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integrals prove indispensable for deriving exact solutions, providing rigorous
representations for periodic waves [34]. Therefore, we introduce the following
elliptic integral:

o)
dyp
Wie.w) = / 1—k2sin?¢
o ¥
r d
4
L(§0>Q7/€) = / . 9 5 3 '
, (1—|—qsm go) 1 — k%sin“p
%)
G(p, k) = /\/1—&281n2<,0dg0. (55)
0
Case(6)
When K4 = K5 = Oy =0, K3 > 0, R(¢) can be expressed as
R(9) = (¢ — u1)*(¢ — u2)(¢ — u3). (56)

We have the following three classifications:
1. if w1 > ue > ug, we have obtained the following solution:

2/ — uz
V(6 = u3)(é —u)
—LG <arcsin w Uy U Uy > ; (B7)

(ug —ur)(n —mo) =

Vur —ug ¢ —uz’ ur — ug
2. if ug > ug > ug, we get
2 . Ul — U3 U2 — U3
+(ug —wr)(n—ny) = —=G <arcsm ,\/
( )( ) VUl —us ¢ —us3 Uy — ug
2\/¢—UQ

— ; o8
V(¢ —u1) (¢ — u3) (58)

3. if uy > ug > ue, we obtain

N3
V(¢ —u1) (¢ — u3)

2 . UL — U3 \/U3 — Uy )
———— (G [ arcsin , . (59
Vul — ug < ¢—uz \ up—ug (59)

F(ug —ur)(n —mo) =
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Case (7)
When K5 =0, K4 > 0, R(¢) can be written as
R(®) = (¢ —u1)*(¢ — u2)( — us)(6 — u3) (¢ — ua). (60)
We obtain the following solution:
S~ )1 —m) = == {(Wle.0) ~aL(e0.0)} . (61
where o —
g=——"2 (62)
U2 — U1

It is clear that Eq. (61) is in the form of the periodic solution.

Case (8)
When K5 =0, K4 < 0, R(¢) can be expressed in the following form:
R(¢) = (¢ —w1)*(p — ug) [(p — ¢)* + 7] , (63)
1. if u; = ¢ —Iltan#, we have
in’20 [1
£l m) = | | paresinlising) - Wee)| s (01
2. if ug = c+1lcotf, we get
sin® 2¢
:l: — =
(77 770) 4[3
1 V1 —kZsin? p + V1 — K2
< [ Wip, k) - < In K“sIn” ¢ + K sin ¢ . (65)
V1 — K2 cos ¢

3. if ug #c—1ltanf and u; # ¢+ [ cot 6, we obtain

tano 4 coto
+(n—mno) = W(p, k) "
2(ugtano — ¢ — uy) Sinugz% ug coto +c1 + up

ug tan o + ug cot o

tano + ¢+ uy
(ug cot o + ¢ — uy)sinp

><\/1—n231n2cp+W(<p,n)—G(cp,/<:)}, (66)

k(ug — ¢)

where

, tan 20 = ! , O<O’<z.
l U — C 2
(67)

K =sino, cos 20 =
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Case (9)
When Jo = K4 = K5 =0, K3 < 0, we have
R(¢) = (¢ —w1)’ [(6 — 0)* + ], (68)
1. if w31 = ¢+ [, we have obtained the following solution:
in320 (1
£ m) = e (oresinGising) - W) s (@9
2. if uy # ¢+ 1, we obtain
tano + coto ltano + lcot o
=) = i Py
2(ltano — ¢ —u1)y/ 557
tano + ¢+ uy . 9
X . 1 — k2Zsin®
(lcoto 4+ c—up)sing
HV(p,8) = Glem) ). (70)

In the following 3 cases, we will use hyper-elliptic functions and hyper-
elliptic integrals for discussion.

Case (10)
When K5 < 0, we have
R(¢) = (¢ —u1)(¢ —u2) (¢ —uz) [(p — > +17] . (71)
We can obtain the following solution:

N aé |
=) / Vo) )6 —us) (&P + 1]

Case (11)

When Ko <0, K5 >0o0r K3<0, K5 >0o0r K4 <0, K5 >0, R(¢) can
be written as

R(¢) = (¢p—w) [(¢p— 1)’ + 5] [(¢ — 2)* +15] . (73)
We obtain the following solution:
d¢
+(n—m) = .
0= V6 —u) [(6— ) + 5] [(6— e2)? + ]

(74)
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Case (12)
When Ky > 0, K3 >0, K4 > 0, K5 > 0, we obtain
R(¢) = (¢ — u1)(¢ — u2)(¢ — u3) (¢ — ua)(d — us) . (75)

We have the following solution:

(0 —10) /\/(¢u1)(¢ug)(¢u3)(¢u4)(¢us)'

In this section, we transform Eq. (38) into integral form and introduce
the CDSPM. By classifying the relationship between roots and coefficients,
we present the integral forms of traveling wave solutions for 12 cases, thereby
deriving all traveling wave solutions. These solutions involve inverse trigono-
metric functions, logarithmic functions, and hyper-elliptic function solutions.
It is noteworthy that we have initially constructed the hyper-elliptic function
solution for the EKE equations. In this section, we also present examples of
periodic solutions for Case (7) and provide graphical representations of the
dark soliton and singular soliton solutions corresponding to Case (1), which
verifies the qualitative conclusions regarding the existence of periodic waves
and soliton waves discussed in Section 3.

(76)

5. Perturbation-induced chaotic behaviors

In practical physical systems such as fibre propagation modeled by non-
linear equations, external perturbations such as noise or periodic forces are
unavoidable [35, 36]. Under certain parametric conditions, these pertur-
bations can trigger transitions from stable periodic or soliton behaviors to
chaotic dynamics, which is crucial for understanding wave instabilities and
nonlinear effects [37].

Since Eq. (23) is an autonomous dynamical system, to investigate its
chaotic behaviors, we introduce a perturbation function A(n) into (23), yield-
ing the following perturbed system:

p=uv,

5 3 1 (77)
V' = §k5¢4 - §k3q§2 + kot + Shi+ A1),
where a = ks, b= 3ks, ¢ = ko, d = k1.

In the subsequent stage of the investigation, two distinct categories of
perturbation terms are introduced.
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Category 1: A(n) = 5sin(0.257)

We set ks = 40, kg = %, ko = —200, and k1 = —3. Under these
conditions, the maximum Lyapunov exponent (LLE) plots for parameters
a, b, ¢, and d, along with the corresponding two-dimensional and three-
dimensional phase diagrams, are shown in Fig. 8. The LLE serves as a key
indicator for quantifying the dynamical behaviors of a system, measuring
the sensitivity of trajectories to initial conditions [38, 39]. A positive LLE
indicates the presence of chaotic behaviors within the system [40]. For pa-
rameter a, the LLE values exhibit a fluctuating upward trend, peaking at
approximately 1.4 x 1073. For parameter b, the LLE values cluster around
the 1075 magnitude, markedly smaller than those for parameter a. For
parameter ¢, the LLE curve rises gradually from 0, exhibiting significant
fluctuations, with a peak value of 0.18. The behavior of parameter d is
broadly similar to that of parameter a. Comparing these perturbation mag-
nitudes, parameter ¢ exhibits the highest overall LLE, indicating its most
pronounced influence on the system [41]. The emergence of intersecting tra-
jectories in the two-dimensional phase diagram shown in Fig. 8 (e) and the
three-dimensional phase diagram shown in Fig. 8 (f) further corroborates the
presence of chaotic phenomena.

2
Category 2:A(n) = 5.3\/% e

We set ks = 0.92, ks = —20, ky = 11, and k; = 0.02. Under this
set, the relationship between the LLE and the parameters is illustrated in
Fig. 9(a)—(d). It can be observed that the LLE values are all above 0,
indicating the presence of perturbation phenomena. The corresponding two-
dimensional and three-dimensional phase diagrams are shown in Fig. 9 (e)
and Fig. 9 (f), respectively. The discussion under the Gaussian perturbation
term is similar to the previous cases and is therefore not elaborated upon
here.

In this section, our research shows that while the original corresponding
traveling wave system for EKE has no chaotic behaviors, the corresponding
perturbed system shows chaotic behaviors when given appropriate external
perturbations, which has been shown through the LLE, two- and three-
dimensional phase diagrams. Moreover, the chaotic behaviors shown by
the system differ under different perturbation terms. In the current study,
we have shown chaotic behaviors only through LLE and phase diagrams.
Future work will try to further carry out a theoretical analysis of the chaotic
evolution mechanisms within the EKE system.
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Fig.8. (a) The LLE of parameter a; (b) The LLE of parameter b; (¢) The LLE of
parameter ¢; (d) The LLE of parameter d; (e) The two-dimensional phase diagram
of the perturbed system with a sinusoidal function; (f) The three-dimensional phase

diagram of the perturbed system with a sinusoidal function.
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Fig.9. (a) The LLE of parameter a; (b) The LLE of parameter b; (c) The LLE of
parameter ¢; (d) The LLE of parameter d; (e) The two-dimensional phase diagram
of the perturbed system with the Gaussian function; (f) The three-dimensional
phase diagram of the perturbed system with the Gaussian function.
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6. Conclusion

This paper conducts an in-depth analysis of the EKE equation. First, the
EKE equation is simplified into a traveling wave system using the traveling
wave transformation. Employing the generalized trial method, we obtain its
Gaussian soliton solution for the first time, thereby enriching the solution
set of the EKE. Subsequently, we construct the Hamiltonian and plot the
phase diagram. Based on bifurcation theory and the derived phase diagram,
we have analyzed the dynamical properties of the system, providing a qual-
itative proof for the existence of soliton and periodic solutions. To verify
these qualitative conclusions, we have solved all traveling wave solutions of
the EKE. This not only confirms the existence of periodic and soliton solu-
tions but also yields the hyper-elliptic function solution for the EKE for the
first time. Such solutions are typically challenging to obtain through con-
ventional methods, highlighting the significance of CDSPM in this research.
Finally, we have constructed a perturbed system of the EKE by introducing
special forms of the sinusoidal and Gaussian perturbations. The existence of
chaotic behaviors is confirmed using the LLE, two-, and three-dimensional
phase diagrams, providing new perspectives and methodological foundations
for further investigations into the chaotic dynamics of the EKE.
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