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The measurement of the Higgs boson CP is amongst the most vital mea-
surements in establishing the nature of the Higgs boson. Of the many decay
channels, the ditau final state is one of the most sensitive channels due to
the Yukawa coupling allowing access to a potential mixing between CP-even
and CP-odd Higgs bosons. While decay modes such as the τ → ρ±ν are
well-established in literature, modes such as the τ → a±1 ν are not so. A new
approach to encompass many decay modes has been developed using deep
learning neural networks. This article summarises work done in assessing
the robustness of the approach with respect to detector resolution effects
and potential modelling issues. Also discussed is the Drell–Yan background.
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1. Introduction

The substantial progress of the ATLAS and CMS collaborations since
the discovery of the Higgs boson in 2012 has yielded many concise measure-
ments of its properties. The decays of the Higgs boson to dibosons have
been discovered and its couplings subsequently well-measured [1]. Evidence
for decays to τ leptons and b quarks are now claimed by ATLAS and CMS
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experiments [2–4]. Measurements of the spin-CP, using the dibosonic de-
cays of the Higgs boson, have excluded several alternate hypotheses such as
spin 1, spin 2 and pure pseudoscalar (CP-odd, spin-0) cases [5–13]. From
current measurements, the couplings of the Higgs boson appear to be fairly
consistent with the Standard Model (SM) expectations. Still potential new
physics enters measurements of the couplings in more subtle ways.

Several beyond SM (BSM) scenarios predict the existence of a CP-odd
Higgs boson. These include Supersymmetry models as well as Two Higgs
Doublet models [14–16]. In these scenarios, it is possible for a pseudoscalar
Higgs boson to become degenerate with the scalar SM Higgs boson, pro-
ducing a mixed CP state. While upper limits have been set on anoma-
lous couplings between a pseudoscalar Higgs boson and two gauge bosons
in effective field theories, these studies only concern the dibosonic decay
modes which are not sensitive to direct couplings to a pseudoscalar Higgs
boson [6–8,10,12]. The fermionic decay modes, in which the Yukawa coupling
allows direct couplings to pseudoscalar Higgs bosons, are an ideal channel
to measure any potential mixings.

Much of the literature proposes the measurement of the CP phase of the
Higgs boson in the ditau final state [17–21]. The large branching ratio and
relatively clean signal (in comparison to the bb final state) make for a strong
candidate for the measurement. Ultimately though, only few of the decay
modes of the τ have robust CP sensitive variables constructed (the decays
via a ρ resonance remains the the simplest to use despite only consisting
6.5% of the ditau branching ratio). This article outlines a new approach
(detailed in [22,23]) to the construction of CP sensitive observables through
the use of deep learning techniques which have been shown to be effective
in encapsulating a broader range of decay modes. Furthermore, a discussion
of the Z background is also presented.

2. Constructing CP sensitive observables

The means by which a CP sensitive observable can be constructed is
detailed well [17–21]. Starting with a Lagrangian

Lint = gττ(cosφτ + sinφτ iγ5)τh , (2.1)

where φτ parameterises the mixing of couplings between CP-even and CP-odd
Higgs bosons. Calculating the Higgs boson decay width the sensitivity to
the mixing angle is evident with respect to transverse spin components of
the outgoing τ leptons

Γ
(
hmix → τ+τ−

)
∼ 1− sτ+‖ sτ

−

‖ + sτ
+

⊥ R(2φτ )sτ
−
⊥ , (2.2)
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where R is a rotation in the x–y (transverse) plane [19] and respectively,
sτ

+

‖ , sτ+⊥ are the spin components of the τ which are transverse and parallel
to the direction of the τ momenta in the Higgs rest frame. This effect is best
observed in the angular distributions of the decay products of the τ lepton.

For τ decays which occur via the chain τ± → ρ±ν → π±π0ν, the acopla-
narity angle has been shown to be sensitive to the mixing angle [18,19]. For
this decay mode, the acoplanarity angle is defined as the angle between the
two planes spanned by the visible products of each of the τ . Additionally,
another variable y must be defined in order to separate events and give a
measureable modulation. This y is defined as

y =
Eπ± − Eπ0

Eπ± + Eπ0

, (2.3)

where E is the lab-frame energy of the pions in the decay. This variable is
a lab-frame manifestation of the cos θ between directions of the pions in the
rest frame of the Higgs, which when integrated over cancels any modulation
in the acoplanarity angle. Based on the overall sign of the product of the
y for each τ events are separated in order to produce a modulation. Owing
to the simplicity of the decay, this angle is defined in an unambiguous and
fairly robust manner.

For more complex decays, such as those which occur through the chain
τ± → a±1 ν → π±ρ0ν → π±π±π∓ν, it is not as evident how exactly to
define the acoplanarity angle in this case. Due to the ambiguity in defining
a singular observable, the sensitivity which can be achieved is diluted (see
Fig. 1).

The approach of simply taking the acoplanarity angles is not effective for
complex decays. In spite of the complexity of the a1–a1 decay, the integration
of these decays would yield a significant increase in the useable fraction of
H → ττ decays (from 6.5% with only decays via the ρ to 11.9% with the
inclusion of a1 decays). For a1–a1 decays though, it is possible to form 16
acoplanarity angles with 8 separating y variables. The multi-dimensionality
of the problem indicates a need for a more comprehensive approach. A new
approach using neural networks is taken in order to define a new CP sensitive
observable. The goal is to globally include as much information as possible
about the decay in a manner which can be generalised for even complicated
decays such as those involving the a1 resonance.
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Fig. 1. Acoplanarity angles of H → ττ decays in the ρ–ρ (top), a1–ρ (middle)
and a1–a1 (bottom) decay modes [22]. The more complex decays which involve
a1 resonances have a much smaller separation in the amplitude of the modulation
between scalar and pseudoscalar. The a1–a1 decays have a ∼ 1% separation in the
amplitude compared to ∼ 20% for the simpler ρ–ρ case. Plots right (left) show
events where the total product of the y of each τ is greater (less) than zero.

3. Neural network approach

This section summarises work presented in [22,23]. The inputs, method
and results are described.
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Monte Carlo (MC) simulation was used to train and test the approach.
Between 2 and 5 million H → ττ events were generated for each decay mode
using Pythia 8.2. The decays were simulated using the TAUOLA library [24]
and the TauSpinner [25] package was used to calculate the weights for the
scalar and pseudoscalar hypotheses. Of these events, after separating events
for training and testing as well as application of ATLAS detector acceptance
selections for the leptons, approximately 500 000 events were utilised for
training the neural networks.

Input features which can potentially demonstrate separation are calcu-
lated:

— φ∗ — The acoplanarity angle, basic CP sensitive variable which is
defined as the angle between two planes [18]. All possible combinations
between pairs and triplets of pions are accounted for.

— y — The separating variable used to categorise events such that mod-
ulations in the acoplanarity angle are evident [18]. The definition for
decays to ρ± resonances was detailed in Eq. (2.3). A modification is
required for decays of a1 → ρ0π± due to the large mass of the ρ0 reso-

nance. For these decays, y is defined as
Eρ0−Eπ±
Eρ0+Eπ±

−
m2
a1
−m2

π±
+m2

ρ0

2m2
a1

[22].

— mi — Invariant masses for pairs or triplets of pions. This is especially
useful for a1 decays, potentially used as a constraint for which pions
form the intermediate ρ0.

— 4-vectors — The four-momenta (calculated in the lab-frame) of the
outgoing pions. It was shown in [22] that this class, with some ma-
nipulation, can be effectively used as a set of low-level inputs. This
class was boosted into the rest frame of the visible decay products and
then rotated such that one of the reconstructed taus aligns along the
positive z-axis. In principle, this class contains all that is required to
reconstruct the other variables mentioned.

With the inputs calculated, neural networks were trained using different
combinations of these input variables. The neural networks, consisting of
six dense layers of 300 nodes and a single ouput node (the classifier score),
were trained on the MC datasets described earlier. A minimal amount of
dropout was implemented to prevent overtraining whilst still retaining sen-
sitivity. The networks were trained to separate the scalar and pseudoscalar
hypotheses for a given decay mode. The area under the receiver operating
characteristic curve (AUC) was taken as the metric for the separation power
of each network [26].
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4. Potential systematic uncertainties

This section summarises work presented in [23]. The method and results
are described.

Before discussing the results of the NN training, considerations of po-
tential systematic uncertainties should be discussed. The limited detector
resolution limits the precision in the reconstruction of the four momenta of
the outgoing pions, and this may reduce the sensitivity of the NN approach.
To address this, simple Gaussian smearings (based on detector resolutions
representative of the ATLAS detector [27, 28]) were applied to the MC in
order to assess the potential impact.

Additionally, the impact on the NN approach from systematic uncertain-
ties related to the modelling of τ decays is also presented. The factorisation
of the τ modelling effects from the Drell–Yan background production is also
discussed.

4.1. Detector resolution effects

Training against generator level MC provides a baseline for the sensitiv-
ity of the approach, however this does not encapsulate the limitations due
to the detector resolution. The degradation due to detector resolution is as-
sessed by smearing original (ideal) MC to produce samples which are more
representative of the conditions in the ATLAS detector. Separate NNs are
trained on these smeared samples.

Table I (from [23]) presents the AUC score calculated by applying the NN
trained on their respective MC (either ideal or smeared) to their respective
test dataset for combinations of input features. The quoted statistical and
systematic uncertainties are calculated by applying bootstrap and smearing
tests on the dataset (described in detail in [23]).

The results from Table I demonstrate only a very small loss in sensitivity
(∼ 1%) by training on the smeared samples. This trend is consistent across
both decay modes tested and the different combinations of input features
indicating the NN approach is robust against smearing.

4.2. Systematic due to τ modelling

One source of systematic uncertainty which could impact the sensitivity
of the NN is how the τ decays are modelled. The TAUOLA library [24] models
the τ decays using data-driven parameterisations using information from
low-energy collider experiments such as CLEO [30] and BaBar [31]. Decays
via the a1 resonance may be sensitive to the modelling as spin is propagated
to the vector resonances; this is difficult to measure. Thus, through the spin
correlations between τ leptons (which is sensitive to the CP of the Higgs
boson), the modelling of the decays via the a1 may be a crucial systematic
which affects the NN approach.
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TABLE I

AUC scores for NNs trained on various combinations of input features (those used
are marked with a 3) [23]. The columns represent the results for training (and
application) on “Ideal” and “Smeared” samples as well as a comparison with [22].

Features Ideal ± (stat.) Smeared ± (stat.)
± (syst.) From [22]

φ∗ 4-vec yi mi

a1–ρ Decays

3 3 3 3 0.6035± 0.0005 0.5923± 0.0005± 0.0002 0.596
3 3 3 — 0.5965± 0.0005 0.5889± 0.0005± 0.0002 —
3 3 — 3 0.6037± 0.0005 0.5933± 0.0005± 0.0003 —
- 3 — — 0.5971± 0.0005 0.5892± 0.0005± 0.0002 0.590
3 3 — — 0.5971± 0.0005 0.5893± 0.0005± 0.0002 0.594
3 — 3 3 0.5927± 0.0005 0.5847± 0.0005± 0.0002 0.578
3 — 3 — 0.5819± 0.0005 0.5746± 0.0005± 0.0002 0.569

a1–a1 Decays

3 3 3 3 0.5669± 0.0004 0.5657± 0.0004± 0.0001 0.573
3 3 3 — 0.5596± 0.0004 0.5599± 0.0004± 0.0001 —
3 3 — 3 0.5677± 0.0004 0.5661± 0.0004± 0.0001 —
— 3 — — 0.5654± 0.0004 0.5641± 0.0004± 0.0001 0.553
3 3 — — 0.5623± 0.0004 0.5615± 0.0004± 0.0001 0.573
3 — 3 3 0.5469± 0.0004 0.5466± 0.0004± 0.0001 0.548
3 — 3 — 0.5369± 0.0004 0.5374± 0.0004± 0.0001 0.536

To test this potential effect, various parameterisations of the τ modelling
were tested against NNs trained on the default CLEO based hadronic current
paramerisation, the default for the TAUOLA library. The following variations
on the hadronic current modelling are used for testing:

— Standard CLEO (STD) — the default parameterisation [30] based on
the Kühn–Santamaria (KS) model [32].

— Alternative CLEO (ALT) — a variation of the STD described in [33]
which is taken from an isospin rotation from π0π0π− to the π−π−π+
channel.

— BaBar (BBR) — the same KS model as with the STD current but
using measurements from the BaBar Collaboration [34].

— Resonance Chiral Lagrangian (RχL) — a fundamentally different mod-
el to the KS detailed in [35].
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Figures 2, 3 and 4 (from [23]) demonstrate the mass (which typically is
used to determine good modelling of the τ decays) and the effect of the dif-
ferent parameterisations on the acoplanarity angle (the baseline CP sensitive
observable). Despite the acoplanarity showing little significant variation, it
is important that the correlations be checked in the NN.
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Fig. 2. Invariant masses constructed from τ∓ → a∓1 ν → 3π∓ν decays [23]. Ra-
tios between the alternative parameterisation (RχL, ALT, BBR) and the baseline
(STD) parameterisation are given in the lower panels. The mass from summing
two oppositely charged pions and three pions from the a1 decay are shown on the
left and right plots respectively.

In order to check if the variations cause a loss in sensitivity, NNs which
were trained on MC generated with the standard CLEO parameterisation
are applied to MC generated with the other three variations.

The results in Table II (from [23]) show that the fluctuations in the AUC
score (and hence the sensitivity) are within two or three times the quoted
statistical uncertainty from Table I. Ultimately, the loss in sensitivity due
to training on more detector realistic samples impacts the deep learning
approach to a greater degree than the modelling of the τ decay.

4.3. On systematic errors

So far, we have concentrated on the H → ττ signature and found that
even in the case where detector smearing is included, sensitivity can still
clearly be obtained, even for the a1–a1 decay mode. Modelling of τ decays
was also found to be unproblematic.

A good reason why this was the case was because Higgs boson production
and decay are well-separated from a physics point of view. This is because
the Higgs boson has a narrow width and a spin of zero.
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Fig. 3. A comparison of acoplanarity angles calculated for H → ττ → ρ∓ν a±1 ν us-
ing different parameterisations (STD, RχL, ALT, BBR) for events with y1 · y2 > 0.
Ratios between the alternative parameterisation (RχL, ALT, BBR) and the base-
line (STD) parameterisation are given in the lower panels. The rows (top to bot-
tom) contain acoplanarities reconstructed with combinations of 2π–2π, ρ0π±–2π,
respectively. Each row contains the distributions of the acoplanarity angle for scalar
(left) and pseudoscalar (right) hypotheses [23].

The situation of the background is potentially worse. Even though the
process can be simulated and transverse spin effects introduced with the help
of the spin weights (exactly as in the case of the signal assumption [25]), the
separation of Z production and decay is far less established. This could be
worrisome, dynamics of jets in the Drell–Yan processes can be a problem
as its modelling does not always match well the data [36]. If this effect is
intertwined with spin phenomena, this could be problematic.
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Fig. 4. A comparison of acoplanarity angles calculated for H → ττ → a∓1 ν a
±
1 ν us-

ing different parameterisations (STD, RχL, ALT, BBR) for events with y1 · y2 > 0.
Ratios between the alternative parameterisation (RχL, ALT, BBR) and the base-
line (STD) parameterisation are given in the lower panels. The rows (top to bot-
tom) contain acoplanarities reconstructed with combinations of 2π–2π, ρ0π±–2π,
and ρ0π±–ρ0π±, respectively. Each row contains the distributions of the acopla-
narity angle for scalar (left) and pseudoscalar (right) hypotheses [23].
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TABLE II

AUC score for NNs trained with a1–ρ and a1–a1 decays of ττ system using events
modelled with the STD and then tested on events generated with alternative pa-
rameterisations. The test was performed on ideal MC [23].

Features STD RχL ALT BBR
φ∗ 4-vec yi mi

a1–ρ Decays

3 3 3 3 0.604 0.604 0.603 0.603
3 3 3 — 0.597 0.596 0.596 0.597
3 3 — 3 0.604 0.604 0.604 0.604
— 3 — — 0.597 0.596 0.596 0.595
3 3 — — 0.597 0.596 0.596 0.595
3 — 3 3 0.593 0.593 0.593 0.593
3 — 3 — 0.582 0.579 0.580 0.578

a1–a1 Decays

3 3 3 3 0.567 0.563 0.564 0.564
3 3 3 — 0.560 0.555 0.557 0.556
3 3 — 3 0.568 0.564 0.566 0.566
— 3 — — 0.562 0.557 0.559 0.559
3 3 — — 0.562 0.557 0.559 0.559
3 — 3 3 0.547 0.546 0.547 0.545
3 — 3 — 0.537 0.534 0.535 0.533

The purpose of [37, 38] was different, but the results demonstrate that
leptonic final-state dynamic separates well from the production. For the
process of qq → Z/γ∗ → l+l−, in which jets are present, the differential
cross section can be expressed as

dσ

dp2TdY d cos θdφ
=

3

16π

dσU+L

dp2TdY

×
[ (

1 + cos2 θ
)

+
1

2
A0

(
1− 3 cos2 θ

)
+A1 sin (2θ) cosφ

+
1

2
A2 sin2 θ cos (2φ) +A3 sin θ cosφ+A4 cos θ

+A5 sin2 θ sin (2φ) +A6 sin (2θ) sinφ+A7 sin θ sinφ
]
, (4.1)

where pT and Y are the transverse momentum and rapidity of the lepton
pair, θ and φ being the polar and azimuthal angle of the lepton in the
dilepton rest frame and dσU+L is the unpolarised differential cross section.
This is true up to corrections of the order of α2

S ∼ 0.01 [39, 40]. The Ai
coefficients encode the dynamics of the production process.
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The Born-like shapes of cross sections may be preserved, despite the
presence of hard, high pT jets. Spherical harmonics with a proper choice
of frame (Mustraal frames [45]), inspired by studying the first order ma-
trix element, helps to reduce the lepton distribution in lepton-pair frame to
essentially a single non-trivial coefficient (all but A4 — see Fig 5).
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Fig. 5. The Ai coefficients of Eq. (4.1) in Collins–Soper (open symbols/black) and
in Mustraal (full symbols/red) frames for pp(qq̄) → ττj process generated with
Powheg+MiNLO [41–43]. All but A4 are shown to be trivial using the Mustraal
frame.



Deep Learning Approach to Measurement of Higgs Boson CP . . . 361

This is important because the machine learning methodology exposes de-
tails of predictions which may be badly modelled in the hadronic sector. One
can rely on leptonic variables only; τ -decay products. Everything related to
intermediate Z/γ∗ production can be kept aside. That is the message one
can deduce from references [37,38].

Finally, let us point that such factorization or semi-factorization was
necessary to develop the code of TauSpinner, and for discussion of the re-
liability of its recent extension presented in [44] and in the contributions of
proceedings.

5. Conclusion

The measurement of the Higgs boson CP using H → ττ will be an
important measurement in establishing the nature of the Higgs boson. A new
deep learning approach has been established to try and create a CP sensitive
observable which has the potential of encompassing multiple decay modes.
This method has been shown to be robust against detector resolution effects
and variations in the τ -decay modelling. The approach will be applicable
when considering the dominant Drell–Yan background owing to the results
discussed in Section 4.3.
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