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Updated RENORM/MBR-model predictions of diffractive, total, and
total-inelastic cross sections at the LHC are presented and compared with
experimental results and predictions from other models. In addition, ex-
pectations for diffraction at the upcoming LHC run at

√
s = 13 TeV are

discussed.
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1. Introduction

The predictions of the RENORM/MBR (Renormalized, Minimum Bias
Rockefeller) model for diffractive, total, and total-inelastic cross sections
at the LHC presented at DIS-2015 are in good agreement with measure-
ments [1]. Regarding the precision of the predictions, it was mentioned
that the original model uncertainty of ∼ 10% for the total, elastic, and
total-inelastic cross sections could be reduced by a factor of about four by
determining the energy-squared scale parameter s0 from measurements of
exclusive π± production with the Axial Field Spectrometer (AFS) at the
CERN Intersecting Storage Rings (ISR) (see review in Ref. [2], Section 4.2),
with little or no effect on the mean values.

An inquiry [3] into the details of Ref. [2] uncovered a partial wave analysis
performed on the AFS data in a Ph.D. Thesis [4], which leads to a more
precise determination of s0 and thereby to an accuracy of better that 2% in
the cross sections at LHC energies up to

√
s = 13 TeV. The single, double,

and multi-gap diffractive cross sections are not affected. Below, in Sec. 2,
we briefly review the main predictions of the version of the RENORM/MBR
model presented in DIS-2015, in Sec. 3 we present an update of the model
that improves the precision of the predictions, and in Sec. 4 we conclude.

∗ Presented at EDS Blois 2015: The 16th Conference on Elastic and Diffractive
Scattering, Borgo, Corsica, France, June 29–July 4, 2015.
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2. RENORM/MBR predictions presented at DIS-2015

The total, elastic, and total-inelastic cross sections in the RENORM/
MBR model depend on the value of the energy-squared scale parameter s0.
Quoting verbatim from Ref. [1]:

“The total cross section (σtot) is expressed as [5]

σp
±p

tot = 16.79s0.104 + 60.81s−0.32 ∓ 31.68s−0.54 for
√
s ≤ 1.8 TeV , (1)

σp
±p

tot = σCDF
tot +

π

s0

[(
ln

s

sF

)2

−
(
ln
sCDF

sF

)2
]

for
√
s ≥ 1.8 TeV , (2)

where s0 and sF are the energy and (Pomeron flux) saturation scales, s0 =
3.7± 1.5 GeV2 and

√
sF = 22 GeV, respectively. For

√
s ≤ 1.8 TeV, where

there are Reggeon contributions, we use the global fit expression [6], while
for
√
s ≥ 1.8 TeV, where Reggeon contributions are negligible, we employ the

Froissart–Martin formula [7–9]. The two expressions are smoothly matched
at
√
s ≈ 1.8 TeV. The σel for

√
s ≤ 1.8 TeV is obtained from the global fit [6],

while for 1.8 <
√
s ≤ 50 TeV, we use an extrapolation of the global-fit ratio of

σel/σtot, which is slowly varying with
√
s, multiplied by σtot. The total non-

diffractive cross section is given by σND = (σtot−σel)−(2σSD+σDD+σCD).”
Updated results on integrated SD and DD cross sections for proton mo-

mentum loss fraction ξ < 0.05 are compared in Fig. 1 with MBR predictions
based on P-trajectory parameters ε = 0.08 and α′ = 0.25 GeV−2 [10]. A
downward scaling adjustment implemented on the DD cross section in MBR
improves the agreement with the 7 TeV DD data, while preserving compati-
bility with the CDF DD results within the CDF uncertainties. The adjusted
MBR predictions are in good agreement with all the measurements of the
SD and DD cross sections in the region of

√
s ≥ 100 GeV (see details in [10]).

In DIFFRACTION 2014, the ATLAS Collaboration updated the
√
s =

7 TeV cross sections to σtot = 95.35± 1.36 mb, σel = 24.00± 0.60 mb, and
σinel = 71.34±0.90 mb [11]. These results are in agreement within the errors
with the 2013

√
s = 7 TeV TOTEM results of (a) σtot = 98.6±2.2 mb, σel =

25.4±1.1 mb, and σinel ≡ σtot−σel = 73.2±1.6 mb (Roman pots), (b) σtot =
98.0 ± 2.5 mb and σel = 25.1 ± 1.1 mb (luminosity independent method),
and (c) σinel = 73.7± 3.4 mb (β? 90 m) [12]. The default RENORM/MBR
predictions at

√
s = 7 TeV, σtot = 98.3 ± 8.1 mb, σel = 27.2 ± 1.6 mb, and

σinel = 71.1± 4.8 mb [5] agree with the ATLAS and TOTEM results.
The TOTEM 2013 measurement at

√
s = 8 TeV, using the luminosity

independent method, yielded σtot = 101.7±2.9 mb, σel = 27.1±1.4 mb, and
σinel = 74.7±1.7mb [13]. The default RENORM/MBR predictions for

√
s =

8 TeV are σtot = 100±8.3 mb, σel = 28.1±1.8 mb, and σinel = 72.3±4.9 mb.
Again, good agreement between the data and RENORM/MBR predictions
is observed.
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Figure 11: Diffractive cross sections as a function of collision energy measured in pp and pp
collisions [3, 31–36] compared to PYTHIA 8 MBR (ε = 0.08, 0.104) and other model predic-
tions [37–39]: (a) total SD cross section for ξ < 0.05, and (b) total DD cross section for ∆η > 3.
The inner (outer) error bars of the CMS data points correspond to the statistical and systematic
(and the additional extrapolation) uncertainties added in quadrature.

the detector [40]. In each event, particles are first ordered in η, and the largest pseudorapidity
gap, ∆ηF, is determined as ∆ηF = max(|ηmin − η−|, |ηmax − η+|), where η± = ±4.7 are the
detector edges in η, and ηmax (ηmin) is the highest (lowest) η of the PF objects in the event (see
Fig. 2).

The analysis is based on a minimum bias data sample, selected as described in Section 4, with
negligible pileup (0.006), and corresponding to an integrated luminosity of 20.3 µb−1. The un-
corrected distribution of the pseudorapidity gap size is shown in Fig. 12, along with the pre-
dictions of various MC models. A wider bin width is used at low ∆ηF to account for the lower
spatial resolution in the forward region.
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Figure 11: Diffractive cross sections as a function of collision energy measured in pp and pp
collisions [3, 31–36] compared to PYTHIA 8 MBR (ε = 0.08, 0.104) and other model predic-
tions [37–39]: (a) total SD cross section for ξ < 0.05, and (b) total DD cross section for ∆η > 3.
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the detector [40]. In each event, particles are first ordered in η, and the largest pseudorapidity
gap, ∆ηF, is determined as ∆ηF = max(|ηmin − η−|, |ηmax − η+|), where η± = ±4.7 are the
detector edges in η, and ηmax (ηmin) is the highest (lowest) η of the PF objects in the event (see
Fig. 2).

The analysis is based on a minimum bias data sample, selected as described in Section 4, with
negligible pileup (0.006), and corresponding to an integrated luminosity of 20.3 µb−1. The un-
corrected distribution of the pseudorapidity gap size is shown in Fig. 12, along with the pre-
dictions of various MC models. A wider bin width is used at low ∆ηF to account for the lower
spatial resolution in the forward region.

Fig. 1. Measured (a) SD and (b) DD cross sections for forward proton/antiproton
momentum loss ξ < 0.05 compared with theoretical predictions. The PYTHIA8-
MBR model describes well all the measurements (from Ref. [10]).

For
√
s = 13 TeV, the default predictions of RENORM/MBR for σtot,

σel, and σinel are 108, 32, and 77 mb, respectively, with uncertainties of
∼ 11%, mainly due to the uncertainty in s0.
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3. Present update

The partial wave analysis of the AFS exclusive π± data [4], performed in
terms of a fit to a model with S-wave and D-wave amplitudes as a function of
the di-pion mass up to 2.3 GeV, leads to the results presented in Fig. 2. The
D-wave dominates at masses above ∼ 2 GeV, and according to the presumed
interpretation in [4], it corresponds to a spin-2 tensor glueball of mass Mtgb.
A Gaussian fit to this enhancement yields Mtgb = 2.10 ± 0.68 GeV. We
identify this bump with the saturated glueball-like enhancement of the MBR
model

√
s0, and obtain s0 = 4.42± 0.34 GeV2. Using this value in Eq. (2),

we predict for σtot, σel, and σinel the results listed in Table I. The MBR
model is compatible with both the TOTEM- and ATLAS-measured cross
sections at

√
s = 7 and 8 TeV, and its predictions for

√
s = 13 TeV are

σtot = 103.7± 1.9 mb, σel = 10.2± 0.8 mb, and σinel = 73.5± 1.3 mb.

Fig. 2. Extraction of presumed tensor glueball parameters (average mass and
width) from ASF data collected at the CERN ISR pp Collider (see the text).
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TABLE I

MBR-predicted total, elastic, and inelastic pp cross sections [mb] at the LHC.

√
s σtot σel σinel MBR/Experiment

7 TeV 95.4± 1.2 26.4± 0.3 69.0± 1.0 MBR
98.4± 2.2 25.4± 1.1 73.7± 3.4 TOTEM
95.35± 1.36 24.00± 0.60 71.34± 0.90 ATLAS

8 TeV 97.1± 1.4 27.2± 0.4 69.9± 1.0 MBR
101.7± 2.9 27.1± 1.4 74.7± 1.7 TOTEM

13 TeV 103.7± 1.9 30.2± 0.8 73.5± 1.3 MBR

4. Conclusion

We first summarize the pre-LHC predictions of the total, elastic, total-
inelastic, as well as the single- and double-diffractive components of the
proton–proton cross section at high energies, based on the RENORM/MBR
model as presented in DIS-2015 [1]. There, we compared measurements of
the SD and DD cross sections from the Tevatron and the LHC with the
predictions of the model and found excellent agreement. Good agreement
was also observed between the model predictions and the total, elastic, and
total inelastic cross sections obtained at the Tevatron at

√
s = 1.8 TeV, and

at the LHC at
√
s = 7 and 8 TeV.

Motivated by the success of the RENORM/MBR model in describing
well all the measured cross sections at the Tevatron and the LHC up to√
s = 8 TeV, we used it to extrapolate the cross sections to

√
s = 13 TeV,

the nominal foreseen colliding-beam energy at the LHC in Summer 2015. We
found for σtot, σel, and σinel the values of 108, 32, and 77 mb, respectively,
with uncertainties of ∼ 11%, mainly due to the uncertainty in the energy
scale parameter s0 of the model.

Presented for the first time here, we update the value of s0 to a more
precise based on a tensor glueball interpretation of the Axial Field Spectrom-
eter exclusive charged di-pion data [2, 4]. This change in RENORM/MBR
decreases the uncertainties in the predictions of the total, elastic, and total-
inelastic cross sections to less than 2% for Tevatron to LHC energies with
little or no effect on the mean values, yields cross sections in excellent agree-
ment with measurements by ATLAS at

√
s = 7 TeV and TOTEM at

√
s = 7

and 8 TeV, and predicts σtot = 103.7 ± 1.9 mb, σel = 20.2 ± 0.8 mb, and
σinel = 73.5± 1.3 mb at 13 TeV.
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