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A simple system of coupled kinetic equations for quark and gluon anisotropic systems is solved numerically. The solutions are compared with the predictions of the anisotropic hydrodynamics describing a mixture of anisotropic fluids. We find that the solutions of the kinetic equations can be well reproduced by anisotropic hydrodynamics if the initial distribution are oblate for both quarks and gluons. On the other hand, the solutions of the kinetic equations have a different qualitative behavior from those obtained in anisotropic hydrodynamics if the initial configurations are oblate–prolate or prolate–prolate. This suggests that an extension of the anisotropic hydrodynamics scheme for the mixture of anisotropic fluids is needed, where higher moments of the kinetic equations are used and present simplifications are avoided.
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1. Introduction

Soft hadronic matter production in ultrarelativistic heavy-ion collisions is most successfully described within the framework of relativistic viscous hydrodynamics \cite{1–13}. Nevertheless, the presence of large gradients at the very early stages of the collisions leads to conceptual problems connected with the application of viscous hydrodynamics. Even if the viscosity to entropy ratio is very small, large gradients imply substantial corrections to the equilibrium pressure \cite{14, 15}. This, in turn, leads to high anisotropy of the produced system in the momentum space \cite{16}. The energy-momentum
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tensor of viscous fluid becomes significantly different from the tensor describing the perfect fluid. Since the standard viscous hydrodynamics approach is based on a linearization around an isotropic background, large pressure anisotropies pose a problem, especially for the 2\textsuperscript{nd}-order viscous hydrodynamics.

This type of problems have stimulated new theoretical developments which propose a reorganization of the viscous hydrodynamics expansion. The new approach, referred to as anisotropic hydrodynamics, incorporates the possibility of large momentum-space anisotropy at leading order [17–23]. The newest developments in anisotropic hydrodynamics include the calculation of the next-to-leading corrections to the spheroidal ansatz for the leading order distribution function [24] and generalization of the spheroidal ansatz to the ellipsoidal one in the leading order [25]. For a recent discussion of the concepts of anisotropic hydrodynamics, see Ref. [26].

Recently, it has been also demonstrated that for one-dimensional and boost-invariant simple (one-component) systems the results of anisotropic hydrodynamics agree very well with the predictions of kinetic theory [27, 28]. In this paper, we continue this type of investigations and confront the results of the kinetic theory with the results of anisotropic hydrodynamics for mixtures of anisotropic fluids introduced in Refs. [29, 30].

The paper is organized as follows: In Sec. 2 we introduce the kinetic equations. In Sec. 3 we implement the baryon number conservation into our model. Section 4 discusses the Landau matching condition which couples the kinetic equations for quarks, antiquarks and gluons, and is used to determine the effective temperature of our system. In Sec. 5 we present the formulas used to calculate the longitudinal and transverse pressures in the kinetic approach. In Sec. 6 we introduce the equations of anisotropic hydrodynamics. Our numerical results are presented in Sec. 7. The paper is closed with summary and conclusions in Sec. 8.

2. Quark, antiquark and gluon kinetic equations

In this paper, we consider simple boost-invariant and one-dimensional kinetic equations of the form

\[ \frac{df(\tau, w, p_T)}{d\tau} = \frac{f_{eq}(\tau, w, p_T) - f(\tau, w, p_T)}{\tau_{eq}}, \quad (1) \]

where \( f(\tau, w, p_T) \) may be the phase-space distribution function of quarks \((f = Q^+)\), antiquarks \((f = Q^-)\) or gluons \((f = G)\), \( \tau = \sqrt{t^2 - z^2} \) is the longitudinal invariant time, \( w = t p_L - z E \) describes the longitudinal momentum, \( p_T \) is the magnitude of the transverse momentum of particles, and
\( \tau_{eq} \) is the equilibration time. The formal solutions of Eq. (1) have the form (see [27, 28] and also [31, 32]),

\[
f(\tau, w, p_T) = D(\tau, \tau_0) f_0(w, p_T) + \int_{\tau_0}^{\tau} \frac{d\tau'}{\tau_{eq}} D\left(\tau, \tau'\right) f^{eq}\left(\tau', w, p_T\right),
\]

where we have introduced the damping function

\[
D(\tau_2, \tau_1) = \exp\left[-\frac{\tau_2}{\tau_{eq}} \int_{\tau_1}^{\tau} \frac{d\tau''}{\tau_{eq}(\tau'')}\right].
\]

The function \( D(\tau_2, \tau_1) \) satisfies the two differential relations

\[
\frac{\partial D(\tau_2, \tau_1)}{\partial \tau_2} = -\frac{D(\tau_2, \tau_1)}{\tau_{eq}(\tau_2)}, \quad \frac{\partial D(\tau_2, \tau_1)}{\partial \tau_1} = \frac{D(\tau_2, \tau_1)}{\tau_{eq}(\tau_1)},
\]

and converges to unity if the two arguments are the same, \( D(\tau, \tau) = 1 \). These properties imply the identity

\[
1 = D(\tau, \tau_0) + \int_{\tau_0}^{\tau} \frac{d\tau'}{\tau_{eq}(\tau')} D\left(\tau, \tau'\right).
\]

In our considerations, we restrict ourselves to the case of the constant relaxation time and use the form

\[
D(\tau_2, \tau_1) = \exp\left(-\frac{\tau_2 - \tau_1}{\tau_{eq}}\right).
\]

For the initial distribution functions, we take the Romatschke–Strickland form [33]

\[
f_0(w, p_T) = \frac{g_0}{4\pi^3} \exp\left[\frac{\lambda_0}{\Lambda_0} - \frac{\sqrt{1 + \xi_0} w^2 + p_T^2 \tau_0^2}{\Lambda_0 \tau_0}\right].
\]

The parameter \( \tau_0 \) specifies the initial time, \( \xi_0 \) is the initial momentum anisotropy, and \( \Lambda_0 \) is the initial transverse-momentum scale. We use the same values of the parameters \( \xi_0 \) and \( \Lambda_0 \) for quarks and antiquarks, denoted below as \( \xi_q \) and \( \Lambda_q \). On the other hand, the values of the parameters \( \xi_0 \) and \( \Lambda_0 \) for gluons, denoted below as \( \xi_g \) and \( \Lambda_g \), might be different from
those used for quarks. The parameter $\lambda_0$ is a generalization of the chemical potential. The values of $\lambda_0$ for quarks and antiquarks are opposite, and its value for gluons is zero, $\lambda_g = 0$.

The equilibrium distributions functions are simply the Boltzmann distributions rewritten in the boost-invariant way, which gives

$$f_{eq}(\tau, w, p_T) = \frac{g_0}{4\pi^3} \exp \left[ \frac{\mu(\tau)}{T(\tau)} - \frac{\sqrt{w^2 + p_T^2\tau^2}}{T(\tau)\tau} \right].$$

The parameter $T$ appearing in the equilibrium distribution functions (8) is an effective temperature. We use the same value of $T$ for quarks, antiquarks and gluons. It is determined by the Landau matching. In this way, the quark, antiquark and gluon kinetic equations become a system of the three coupled equations. The parameter $\mu$ is the baryon chemical potential. It vanishes for gluons and has opposite values for quarks and antiquarks. Below, we use the letter $\mu$ to denote the quark baryon chemical potential.

In Eqs. (7) and (8) the factor $g_0$ accounts for internal degrees of freedom other than spin. In the numerical calculations, we use $g_0 = g_q = 6$ for quarks (color and isospin degrees of freedom) and $g_0 = g_g = 8$ for gluons (color degrees of freedom).

### 3. Baryon number conservation

In this section, we analyze the baryon number conservation in our model. The baryon number density is calculated from the equation

$$b(\tau) = \frac{1}{3} \int dP \ p \cdot u \left( Q^+(\tau, w, p_T) - Q^-(\tau, w, p_T) \right)$$

$$= \frac{1}{3\tau} \int dP \ v \left[ D(\tau, \tau_0) \left( Q^+_0(w, p_T) - Q^-_0(w, p_T) \right) \right.$$  

$$+ \int_{\tau_0}^{\tau} \frac{d\tau'}{\tau_{eq}} D(\tau, \tau') \left( Q^+_{eq}(\tau', w, p_T) - Q^-_{eq}(\tau', w, p_T) \right) \right],$$

where $w^\mu = (t, 0, 0, z)/\tau$ is the boost-invariant (Bjorken) flow characterizing the longitudinal expansion of our system and $dP$ is the element of the three-momentum space$^1$

$$dP = \frac{d^3p}{E} = \frac{dw \ d^2p_T}{v}, \quad v = \tau \ p \cdot u = \sqrt{w^2 + p_T^2\tau^2}.$$  

$^1$ The boost-invariant variables $w$ and $v$ were introduced in Refs. [34, 35].
A straightforward calculation where the variable \( w \) is rescaled by the factor \( \sqrt{1+\xi_q} \) leads to the expression

\[
\begin{align*}
\mathbf{b}(\tau) &= \frac{4g_q}{3\pi^2} \left[ D(\tau, \tau_0) \sinh \left( \frac{\lambda_q}{\Lambda_q} \right) \frac{\tau_0}{\tau} \frac{\Lambda_q^3}{\sqrt{1+\xi_q}} \right] \\
&\quad + \int_{\tau_0}^{\tau} \frac{d\tau'}{\tau_{eq}} D\left(\tau, \tau'\right) \sinh \left( \frac{\mu'}{T'} \right) \frac{\tau'}{\tau} T'^3 \right].
\end{align*}
\] (11)

In our one-dimensional boost-invariant model the baryon number conservation law, \( \partial_\mu (b u^\mu) = 0 \), leads to the equation

\[
\frac{db(\tau)}{d\tau} + \frac{b(\tau)}{\tau} = 0,
\] (12)

which has the scaling solution

\[
b(\tau) = \frac{b_0 \tau_0}{\tau}.
\] (13)

The parameter \( b_0 \) is the initial baryon number density given by the expression

\[
b_0 = \frac{4g_q}{3\pi^2} \sinh \left( \frac{\lambda_q}{\Lambda_q} \right) \frac{\Lambda_q^3}{\sqrt{1+\xi_q}}.
\] (14)

One may check, for details see Ref. [29], that the baryon number is conserved if the baryon density \( b(\tau) \) is equal to the baryon density of the equilibrium background \( b_{eq}(\tau) \)

\[
b = b_{eq} = \frac{4g_q}{3\pi^2} \sinh \left( \frac{\mu}{T} \right) T^3.
\] (15)

Using Eqs. (13) and (15) in Eq. (11), we find that Eq. (11) is automatically fulfilled due to the identity (5). This suggests that we should use the initial baryon density \( b_0 \) as a free parameter of our model and the ratio \( \mu/T \) should be always calculated directly from Eq. (15), namely

\[
\frac{\mu}{T} = \sinh^{-1} \left( \frac{3\pi^2 b_0 \tau_0}{4g_q T^3 \tau} \right).
\] (16)

In this way, we guarantee that the baryon number is conserved in our model. In addition to (16), it is convenient to use the formula

\[
\frac{\lambda_q}{\Lambda_q} = \sinh^{-1} \left( \frac{3\pi^2 b_0 \sqrt{1+\xi_q}}{4g_q \Lambda_q^3} \right).
\] (17)

With the help of Eq. (17), we may eliminate the parameter \( \lambda_q \) from our considerations and treat \( b_0, \Lambda_q, \) and \( \xi_q \) as initial parameters.
4. Landau matching

The phase-space distribution functions may be used to obtain further characteristics of our system. In particular, the energy density is obtained as the integral

\[ \varepsilon = \frac{1}{\tau^2} \int dP v^2 \left[ Q^+(\tau, w, p_T) + Q^-(\tau, w, p_T) + G(\tau, w, p_T) \right]. \quad (18) \]

In the case of local equilibrium, one integrates the equilibrium distributions (8) and obtains

\[ \varepsilon_{eq} = \frac{6}{\pi^2} \left( 2g_q \cosh \frac{\mu}{T} + g_g \right) T^4. \quad (19) \]

The Landau matching condition requires that the energy of the system is equal to the equilibrium energy density. In this way, we obtain

\[ \frac{6}{\pi^2} \left( 2g_q \cosh \frac{\mu(\tau)}{T(\tau)} + g_g \right) T^4(\tau) = \frac{1}{\tau^2} \int dP v^2 \left[ D(\tau, \tau_0) \left( Q_0^+(w, p_T) + Q_0^-(w, p_T) + G_0(w, p_T) \right) \right. \]
\[ \left. + \int_{\tau_0}^\tau \frac{d\tau'}{\tau_{eq}} D(\tau, \tau') \left( Q_{eq}^+(\tau', w, p_T) + Q_{eq}^-(\tau', w, p_T) + G_{eq}(\tau', w, p_T) \right) \right]. \quad (20) \]

Using Eqs. (7) and (8) in Eq. (20), we find

\[ \left( 2g_q \cosh \frac{\mu(\tau)}{T(\tau)} + g_g \right) T^4(\tau) = \frac{D(\tau, \tau_0)}{2} \]
\[ \times \left[ 2g_q \cosh \left( \frac{\lambda_q}{A_q} \right) A_q^4 \mathcal{H} \left( \frac{\tau_0}{\tau} \frac{1}{\sqrt{1 + \xi_q}} \right) + g_g A_g^4 \mathcal{H} \left( \frac{\tau_0}{\tau} \frac{1}{\sqrt{1 + \xi_g}} \right) \right] \]
\[ + \int_{\tau_0}^\tau \frac{d\tau'}{2\tau_{eq}} D(\tau, \tau') \left( 2g_q \cosh \frac{\mu'}{T'} + g_g \right) T'^4 \mathcal{H} \left( \frac{\tau'}{\tau} \right), \quad (21) \]

where we have introduced the function \( \mathcal{H} \) defined by the integral\(^2\)

\[ \mathcal{H}(y) = y \int_0^\pi d\phi \sin \phi \sqrt{y^2 \cos^2 \phi + \sin^2 \phi} = y \left( y + \frac{\cosh^{-1} y}{\sqrt{y^2 - 1}} \right). \quad (22) \]

\(^2\) The two integrations on the right-hand side of (20) may be done by changing to the polar coordinates. In the initial distributions, we use the substitutions: \( r \cos \phi = w\sqrt{1 + \xi_0/(A_0\tau_0)} \) and \( r \sin \phi = p_T/A_0 \). Similarly, in the thermal (integral) part we use: \( r \cos \phi = w/(T'\tau') \) and \( r \sin \phi = p_T/T' \).
By $T'$ and $\mu'$, we denote the values $T(\tau')$ and $\mu(\tau')$. We stress that the ratios $\mu/T$ and $\mu'/T'$ appearing in Eq. (21) should be expressed by the formula (16). In this situation, it is useful to introduce the notation

$$h(b_0, T, \tau) = 2g_q \cosh \left( \frac{\mu}{T} \right) + g_g = 2g_q \left[ \left( \frac{3\pi^2 b_0 \tau_0}{4g_q T^3} \right)^2 + 1 \right]^{1/2} + g_g \quad (23)$$

and

$$\bar{g}_q = 2g_q \cosh \left( \frac{\lambda q}{\Lambda_q} \right) = 2g_q \left[ \left( \frac{3\pi^2 b_0}{4g_q \Lambda_q^3} \right)^2 + 1 \right]^{1/2} . \quad (24)$$

Here, we used the property of the hyperbolic functions $\cosh(\sinh^{-1}(x)) = (x^2 + 1)^{1/2}$. For vanishing baryon number density, $b_0 = 0$, the function $h$ reduces to the total number of the internal degrees of freedom, $h(0, T, \tau) = h_0 = 2g_q + g_g$. Similarly, for $b_0 = 0$ the parameter $\bar{g}_q$ reduces to total number of the quark and antiquark degrees of freedom, $\bar{g}_q = 2g_q$.

The definitions (23) and (24) allow us to rewrite the Landau matching condition in a more compact form as

$$h(b_0, T(\tau), \tau) T^4(\tau) = \frac{D(\tau, \tau_0)}{2} \times \left[ \bar{g}_q \Lambda_q^4 \mathcal{H} \left( \frac{\tau_0}{\tau} \frac{1}{\sqrt{1+\xi_q}} \right) + g_g \Lambda_q^4 \mathcal{H} \left( \frac{\tau_0}{\tau} \frac{1}{\sqrt{1+\xi_g}} \right) \right]$$

$$+ \int_{\tau_0}^{\tau} \frac{d\tau'}{2 \tau_{eq}} D\left( \tau, \tau' \right) h\left( b_0, T', \tau' \right) T'^4 \mathcal{H} \left( \frac{\tau'}{\tau} \right) . \quad (25)$$

We note that Eq. (21) is an integral equation for the function $T(\tau)$ that may be solved with the iterative method [36].

5. Longitudinal and transverse pressures

Within the kinetic approach, the transverse and longitudinal pressures are obtained from the expressions

$$P_T(\tau) = \frac{1}{2} \int dP \, p_T^2 \left[ D(\tau, \tau_0) \left( Q^+_0(w, p_T) + Q^-_0(w, p_T) + G_0(w, p_T) \right) \right.$$

$$+ \int \frac{d\tau'}{\tau_{eq}} D\left( \tau, \tau' \right) \left( Q^+_{eq}(\tau', w, p_T) + Q^-_{eq}(\tau', w, p_T) + G_{eq}(\tau', w, p_T) \right) \bigg] . \quad (26)$$
and

\[ P_L(\tau) = \frac{1}{\tau^2} \int dP \, w^2 \left[ D(\tau, \tau_0) \left( Q_0^+(w, p_T) + Q_0^-(w, p_T) + G_0(w, p_T) \right) \right. \]

\[ + \int \frac{d\tau'}{\tau_{eq}} D(\tau, \tau') \left( Q_{eq}^+(\tau', w, p_T) + Q_{eq}^-(\tau', w, p_T) \right. \]

\[ + G_{eq}(\tau', w, p_T) \left. \right] \]  

Equations (26) and (27) may be rewritten as

\[ P_T = \frac{3}{\pi^2} \left[ \frac{D(\tau, \tau_0)}{2} \left( \bar{g}_q A^4 H_T \left( \frac{\tau_0}{\tau} \frac{1}{\sqrt{1 + \xi_q}} \right) \right. \right. \]

\[ \left. + g_A A^4 H_T \left( \frac{\tau_0}{\tau} \frac{1}{\sqrt{1 + \xi_g}} \right) \right. \]

\[ \left. + \int_{\tau_0}^{\tau} \frac{d\tau'}{2\tau_{eq}} D(\tau, \tau') h \left( b_0, T', \tau' \right) T' H_T \left( \frac{\tau'}{\tau} \right) \right] \]  

and

\[ P_L = \frac{6}{\pi^2} \left[ \frac{D(\tau, \tau_0)}{2} \left( \bar{g}_q A^4 H_L \left( \frac{\tau_0}{\tau} \frac{1}{\sqrt{1 + \xi_q}} \right) \right. \right. \]

\[ \left. + g_A A^4 H_L \left( \frac{\tau_0}{\tau} \frac{1}{\sqrt{1 + \xi_g}} \right) \right. \]

\[ \left. + \int_{\tau_0}^{\tau} \frac{d\tau'}{2\tau_{eq}} D(\tau, \tau') h \left( b_0, T', \tau' \right) T' H_L \left( \frac{\tau'}{\tau} \right) \right] \]

where we have introduced the two auxiliary functions

\[ H_T(y) = y \int_0^{\pi} \frac{d\phi \sin^3 \phi}{\sqrt{y^2 \cos^2 \phi + \sin^2 \phi}} = \frac{y}{1 - y^2} \left( y + \frac{1 - 2y^2}{\sqrt{y^2 - 1}} \cosh^{-1} y \right) \]  

and

\[ H_L(y) = y^3 \int_0^{\pi} \frac{d\phi \cos^2 \phi \sin \phi}{\sqrt{y^2 \cos^2 \phi + \sin^2 \phi}} = \frac{y^3}{y^2 - 1} \left( y - \frac{\cosh^{-1} y}{\sqrt{y^2 - 1}} \right) \]  

These functions have been originally introduced in Ref. [27, 28]. The relation \( \varepsilon = 2P_T + P_L \) valid for massless particles considered in this paper as well as the explicit definitions of the functions \( \mathcal{H} \) lead to the condition \( \mathcal{H} = \mathcal{H}_T + \mathcal{H}_L \).

There are simple relations connecting \( \mathcal{H}, \mathcal{H}_L, \) and \( \mathcal{H}_T \) with the functions \( \mathcal{R}, \mathcal{R}_L, \) and \( \mathcal{R}_T \) defined in Ref. [18], namely
\[
\mathcal{H} \left( \frac{1}{\sqrt{1 + \xi}} \right) = 2 \mathcal{R}(\xi), \\
\mathcal{H}_L \left( \frac{1}{\sqrt{1 + \xi}} \right) = \frac{2}{3} \mathcal{R}_L(\xi), \\
\mathcal{H}_T \left( \frac{1}{\sqrt{1 + \xi}} \right) = \frac{4}{3} \mathcal{R}_T(\xi).
\] (32)

We shall use the functions \( \mathcal{R} \) in the framework of anisotropic hydrodynamics introduced in the next section.

6. Anisotropic hydrodynamics for a mixture of fluids

The results of the kinetic calculations will be compared in the next section to the results of anisotropic hydrodynamics for a quark–gluon mixture. Such hydrodynamic equations were derived in [29] and for the vanishing baryon density they have the form

\[
\begin{align*}
3 \frac{d\Lambda}{\Lambda d\tau} &- \frac{1}{2(1 + \xi_q)} \frac{d\xi_q}{d\tau} + \frac{1}{\tau} = \frac{1}{\tau_{\text{eq}}^{\Lambda \text{H}}} \left[ \left( \frac{\mathcal{R}(\xi_q) + r \mathcal{R}(\xi_g)}{1 + r} \right)^{3/4} \sqrt{1 + \xi_q} - 1 \right], \\
3 \frac{d\Lambda}{\Lambda d\tau} &- \frac{1}{2(1 + \xi_g)} \frac{d\xi_g}{d\tau} + \frac{1}{\tau} = \frac{1}{\tau_{\text{eq}}^{\Lambda \text{H}}} \left[ \left( \frac{\mathcal{R}(\xi_q) + r \mathcal{R}(\xi_g)}{1 + r} \right)^{3/4} \sqrt{1 + \xi_g} - 1 \right], \\
4 \frac{d\Lambda}{\Lambda d\tau} &\left( \mathcal{R}(\xi_q) + r \mathcal{R}(\xi_g) \right) + \mathcal{R}'(\xi_q) \frac{d\xi_q}{d\tau} + r \mathcal{R}'(\xi_g) \frac{d\xi_g}{d\tau} \\
&= \frac{2}{\tau} \left( (1 + \xi_q) \mathcal{R}'(\xi_q) + r (1 + \xi_g) \mathcal{R}'(\xi_g) \right). 
\end{align*}
\] (33)

Here, \( \xi_q \) and \( \xi_g \) are the anisotropy parameters for quarks and gluons, respectively, \( \Lambda \) is the transverse-momentum scale, common for quarks and gluons, \( r = g_g/(2g_q) = 2/3 \) is the ratio of the internal degrees of freedom, and \( \mathcal{R} \) is the function defined in the first line of Eq. (32). The parameter \( \tau_{\text{eq}}^{\Lambda \text{H}} \) is the relaxation time used in anisotropic hydrodynamics. In Ref. [28], where a simple (one-component) fluid was studied, it has been found that \( \tau_{\text{eq}}^{\Lambda \text{H}} \) is related to the relaxation time used in the kinetic theory through the expression

\[
\tau_{\text{eq}}^{\Lambda \text{H}} = \tau_{\text{eq}} T \frac{T}{2\Lambda}.
\] (34)

In our case (see, for example, Eq. (44) in [29]), Eq. (34) takes the form

\[
\tau_{\text{eq}}^{\Lambda \text{H}} = \tau_{\text{eq}} 2 \left( \frac{\mathcal{R}(\xi_q) + r \mathcal{R}(\xi_g)}{1 + r} \right)^{1/4}.
\] (35)
If the solutions of Eqs. (33) are known, one may calculate the time dependence of the energy density and the two pressures from the following equations

\[
\begin{align*}
\varepsilon &= \frac{6A^4}{\pi^2} \left[ 2g_q \mathcal{R}(\xi_q) + g_g \mathcal{R}(\xi_g) \right], \\
P_T &= \frac{2A^4}{\pi^2} \left[ 2g_q \mathcal{R}_T(\xi_q) + g_g \mathcal{R}_T(\xi_g) \right], \\
P_L &= \frac{2A^4}{\pi^2} \left[ 2g_q \mathcal{R}_L(\xi_q) + g_g \mathcal{R}_L(\xi_g) \right].
\end{align*}
\]

(36)

Since in the hydrodynamic calculations quarks and antiquarks are included together, there is an additional factor of 2 multiplying \(g_q\) in (36).

7. Results

The cornerstone of our approach is the Landau matching condition which yields the equation for the effective temperature. In the case of zero baryon density, the Landau matching condition (25) is reduced to the form

\[
T^4(\tau) = \frac{D(\tau, \tau_0)}{2(2g_q + g_g)} \left[ 2g_q A_q^4 \mathcal{H} \left( \frac{\tau_0}{\tau} \frac{1}{\sqrt{1 + \xi_q}} \right) + g_g A_g^4 \mathcal{H} \left( \frac{\tau_0}{\tau} \frac{1}{\sqrt{1 + \xi_g}} \right) \right]
\times 
\int_{\tau_0}^{\tau} \frac{d\tau}{2\tau_{eq}} D(\tau, \tau') T'^4 \mathcal{H} \left( \frac{\tau'}{\tau} \right) .
\]

(37)

We solve this equation numerically and obtain the function \(T(\tau)\). Knowing the effective temperature, we calculate further observables like the energy density and the two pressures. In order to directly compare the results of the kinetic theory and anisotropic hydrodynamics, we construct different ratios of these quantities.

Since the scheme of anisotropic hydrodynamics assumes that the transverse momentum scales are the same for all the components of the mixture, in the kinetic calculations we assume that the initial scales \(\Lambda_q\) and \(\Lambda_g\) are the same. We note that a particular value of \(\Lambda_q\) is irrelevant for our study, as all physical observables scale with the appropriate power of \(\Lambda_q\) and this parameter cancels in the ratios. The initial time for solving the kinetic and hydrodynamic equations is \(\tau_0 = 0.1\) fm/c and the relaxation time is kept constant \(\tau_{eq} = 0.25\) fm/c.

In the four panels of Figs. 1–3, we show the results obtained in the frameworks of the kinetic theory and anisotropic hydrodynamics for the ratio of the transverse pressure to the energy density, \(P_T/\varepsilon\), and for the
ratio of the two pressures, $P_L/P_T$. The two upper panels show the ratios $P_T/\varepsilon$ and $P_L/P_T$ where $\varepsilon$, $P_T$, and $P_L$ describe the whole system ($\varepsilon$, $P_T$, and $P_L$ are sums of the quark and gluon contributions). The two lower panels show the ratios $P_T/\varepsilon$ and $P_L/P_T$ for the quark and gluon contributions separately. The solid lines show always the results of the kinetic theory, while the dashed lines represent the anisotropic hydrodynamics results for the quark–gluon mixture.

In Fig. 1 we present an example of our results for the case where the two initial anisotropy parameters are positive, hence, the two initial momentum distributions are oblate. In this case, we find a rather good agreement between the kinetic calculation and the anisotropic hydrodynamics result. One can notice that the agreement is better for the global quantities (which characterize the sums of quarks and gluons, shown in the two upper panels of Fig. 1) than for the individual contributions (shown in the two lower panels of Fig. 1).

Fig. 1. (Color online) Time evolution of the ratios $P_T/\varepsilon$ (left columns) and $P_L/P_T$ (right columns) for the system which is initially oblate–oblate, i.e., the two anisotropy parameters are positive, in this case $\xi_g = 10$ and $\xi_q = 1$. The two upper panels show the global characteristics of the system, while the two lower panels show the individual results for quarks and gluons, separately. The results of the kinetic calculation are represented by the solid lines, while the hydrodynamic results are represented by the dashed lines.
In Fig. 2 we present an example of our calculations for the case where one anisotropy parameter is positive while the second one is negative. This corresponds to a mixed oblate–prolate initial configuration in the momentum space. Compared to the oblate–oblate case presented in Fig. 1, we find now much worse agreement. The solutions of the kinetic equation and anisotropic hydrodynamics differ in a qualitative way. In the framework of anisotropic hydrodynamics for mixtures, it has been found that the initial oblate–prolate and prolate–prolate configurations lead to the exponential decay of initial anisotropies. This is indicated by the dashed lines in Fig. 2 which tend fast to the equilibrium values (1/3 for $P_T/\varepsilon$ and 1 for $P_L/P_T$). This type of behavior is not supported by the kinetic calculations. The critical behavior and exponential decays of the anisotropy parameters in anisotropic hydrodynamics were connected with the highly non-linear structure of the hydrodynamic equations. Such critical behavior is not expected on the grounds of the kinetic theory where all quantities depend very smoothly on the evolution time.

![Fig. 2](image-url) (Color online) The same as Fig. 1 but for the initial oblate–prolate configuration, $\xi_g = 10$ and $\xi_q = -0.5$. 
In Fig. 3 we show our results for the initial prolate–prolate configurations. Similarly to the prolate–oblate case, there are qualitative differences in the time behavior of the system. Again, the anisotropy parameters in the hydrodynamic approach decay exponentially to zero, while the kinetic theory results show the power law behavior.

Fig. 3. (Color online) The same as Fig. 1 but for the initial prolate–prolate configuration, \( \xi_g = -0.25 \) and \( \xi_q = -0.5 \).

The presented results show limitation in the application of the anisotropic hydrodynamics for the mixture of fluids with initial oblate–prolate or prolate–prolate configurations. Clearly, the approximations used in the anisotropic hydrodynamics are too restrictive. We recall that the approach introduced in Ref. [29] was based on the zeroth and first moments of the kinetic equations and, consequently, the number of independent parameters in the ansatz for the anisotropic distribution functions was restricted. In particular, the transverse momentum scales in the quark and gluon distributions were set to be equal for the whole evolution time of the system. Our present calculation indicates that such an assumption must be relaxed and, probably, higher moments of the kinetic equation should be used to derive extra equations that allow for the determination of the independent evolution of these two scales.
Finally, in Fig. 4 we compare the results obtained for vanishing and finite initial baryon density, both obtained from the kinetic equation. The zero-baryon density results are shown as the solid lines and the finite density results are represented by the dashed lines. The initial baryon density is \( b_0 = 1 \, \text{fm}^{-3} \). Other parameters are the same as those used in Fig. 1. We find that the effects of finite baryon density are negligible even for relatively high initial baryon density as used in the presented calculation.

\[
\begin{align*}
    x_g &= 10 \\
    x_q &= 1 \\
    q + g, b_0 &= 0 \\
    q, b_0 &= 1 \, \text{fm}^{-3}
\end{align*}
\]

Fig. 4. (Color online) The same as Fig. 1 but for the zero (solid lines) and finite (dashed lines) initial baryon density \( b_0 = 1 \, \text{fm}^{-3} \), oblate–oblate configuration with \( \xi_g = 10 \) and \( \xi_q = 1 \).

8. Conclusions

In this paper, we have derived and analyzed a system of coupled kinetic equations for quarks, antiquarks and gluons. The results of the kinetic equations have been compared to the predictions of the anisotropic hydrodynamics describing a mixture of anisotropic fluids. We have found that the solutions of the kinetic equations can be well reproduced by anisotropic hydrodynamics in the case where the initial distribution are oblate for both quarks and gluons. Especially, the good agreement is found if one looks at the global characteristics of the system such as the total energy density.
or total longitudinal and transverse pressures. On the other hand, the solutions of the kinetic equations have a different qualitative behavior from those obtained in anisotropic hydrodynamics if the initial configurations are oblate–prolate or prolate–prolate. In the latter case, the solutions of anisotropic hydrodynamics exhibit exponential behavior which is absent in the solutions of the kinetic equations. Our study suggests that the assumption of equal transverse-momentum scales for quarks and gluons used in the derivation of the hydrodynamic equations in [29] should be relaxed and an additional equation should be added to the scheme from the second moment of the kinetic equation.
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