ON THE VARIANCE OF LINEAR STATISTICS OF HERMITIAN RANDOM MATRICES
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Linear statistics, a random variable built out of the sum of the evaluation of functions at the eigenvalues of a $N \times N$ random matrix, $\sum_{j=1}^{N} f(x_j)$ or $\text{tr} f(M)$, is an ubiquitous statistical characteristics in random matrix theory. Hermitian random matrix ensembles, under the eigenvalue–eigenvector decompositions give rise to the joint probability density functions of $N$ random variables. We show that if $f(\cdot)$ is a polynomial of degree $K$, then the variance of $\text{tr} f(M)$ is of the form of $\sum_{n=1}^{K} n(d_n)^2$ and $d_n$ is related to the expansion coefficients $c_n$ of the polynomial $f(x) = \sum_{n=0}^{K} c_n \tilde{P}_n(x)$, where $\tilde{P}_n(x)$ are polynomials of degree $n$, orthogonal with respect to the weights

$$\frac{1}{\sqrt{(b-x)(x-a)}}, \sqrt{(b-x)(x-a)}, \frac{\sqrt{(b-x)(x-a)}}{x}, (0 < a < x < b), \frac{\sqrt{(b-x)(x-a)}}{x(1-x)}, (0 < a < x < b < 1),$$

 respectively.
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1. Introduction

In the application of the theory of random matrices, we often encounter the random variable

$$Q := \text{tr} f(M),$$

where $f(M)$ is a real-valued function of the $N \times N$ random matrix $M$. For example, in the single user multi-input–multi-output wireless communication systems, the distribution of the mutual information of multi-antenna Gaussian channels, characterized by the Shannon capacity and the Gallager random coding bound, $f(M)$, is of the form of $\log \det(I+M/t)$, where $t(> 0)$ is proportional to $N$. See, for example, [1]. The variance of this particular
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linear statistics was computed in [1] and higher order cumulants determined through a particular Painlevé function can be found in the same paper. For the information theoretic quantity of the multi-user system, the appropriate background weight,

\[ e^{-v(x)} := x^a(1-x)^b, \quad 0 < x < 1, \quad a > 0, \quad b > 0, \]

gives rise to a Painlevé V [1]. See the expression below, where \( v(x) \) appears. We mention here that if \( f_J(x) := \chi_J(x) \), where \( J \) is an interval of \( \mathbb{R}^+ \) or \( \mathbb{R} \), then an application of the linear statistics formula [2] shows that the expectation of

\[ \sum_{l=1}^N f_J(x_l) \]

is of the form of \( e^{-\log |J|} \).

In this paper, quite unlike the situations described above, we suppose \( f(\cdot) \) to be a polynomial of degree \( K \).

The space of matrices has the probability measure [3]

\[ \text{Prob}(M)\,dM := \exp[-\text{tr} \, v(M)]\,dM = C_N^{(\beta)} \prod_{1 \leq j < k \leq N} |x_j - x_k|^\beta \prod_{1 \leq l \leq N} e^{-v(x_l)}\,dx_l. \]

Here, \( \{x_j : 1 \leq j \leq N\} \) are the eigenvalues, \( \beta = 1, 2, 4 \) are for matrices with orthogonal, unitary and symplectic symmetries respectively, \( v(\cdot) \) is the potential and \( C_N^{(\beta)} \) is the normalization constant. In this paper, we shall only deal with the Hermitian case, i.e. \( \beta = 2 \). For the purpose of this paper, we shall assume that \( v(x) \) is convex, and therefore \( v''(x) \) is positive on a set of positive measure.

In the limit of large \( N \), the collection of eigenvalues can be approximated as a continuous fluid with a density supported in a single interval \( (a,b) \). We find the variance of \( Q \) is [2]

\[ \mathcal{V} = \frac{1}{2\pi^2} \int_a^b dx \frac{f(x)}{\sqrt{(b-x)(x-a)}} P \int_a^b dy \frac{\sqrt{(b-y)(y-a)}}{x-y} f'(y), \quad (1.1) \]

where \( P \) represents the principal value integral.

In this paper, we will consider four kinds of weight functions, all supported on \([a, b]\), and write \( f(\cdot) \) as the linear combination of the corresponding orthogonal polynomials, and obtain the relation between the variance and the coefficients, \( c_n \). These weights are motivated by the equilibrium densities of the Jacobi ensembles (with parameters \( \alpha = \beta = 0 \)), Gaussian ensembles, Laguerre ensembles and the Jacobi ensembles (with general parameters), respectively.

In paper [4], it was shown that if \( f(x) = \sum_{n=0}^K c_n T_n(x) \), and \( c_n \) the expansion coefficients of \( f(\cdot) \) in terms of the Chebyshev polynomials of the first kind, then an equivalent of (1.1) holds for \( a = -2, b = 2 \). Turning the table around, we show that starting from \( f(x) = \sum_{n=0}^K c_n \hat{P}_n(x) \), where \( \hat{P}_n(x) \) are polynomials of degree \( n \), orthogonal with respect to the weights
\[
\frac{1}{\sqrt{(b-x)(x-a)}}, \frac{\sqrt{(b-x)(x-a)}}{x}, (0 < a < x < b), \frac{\sqrt{(b-x)(x-a)}}{x(1-x)}, (0 < a < x < b < 1), \text{respectively, then the variance from (1.1) is the quadratic form, } \sum_{m=1}^{K} \sum_{n=1}^{K} c_m c_n R(m, n), \text{ and when diagonalized becomes } \sum_{n=1}^{K} d_n^2.
\]

We would like to point out, the first two kinds of weights above correspond to the translated Chebyshev polynomials of the first kind and the second kind, respectively. The last two kinds of weights correspond to the orthogonal polynomials which can be represented as the combination of the translated Chebyshev polynomials. Moreover, the last two kinds of weights play an important role in the information theory of MIMO systems, which are just the eigenvalue densities of the single-user MIMO mutual information and multiuser MIMO mutual information, respectively \[1\].

Now, we recall the Chebyshev polynomials, which are crucial for our discussion throughout this paper. The Chebyshev polynomials of the first kind are defined by the recurrence relation

\[
T_n(x) = 2x T_{n-1}(x) - T_{n-2}(x), \quad n = 2, 3, \ldots
\]

with

\[
T_0(x) = 1, \quad T_1(x) = x,
\]

and satisfy the orthogonality condition

\[
\int_{-1}^{1} T_m(x) T_n(x) \frac{dx}{\sqrt{1 - x^2}} = \begin{cases} 0, & m \neq n; \\ \pi, & m = n \neq 0; \\ \pi, & m = n = 0. \end{cases}
\]

Similarly, the Chebyshev polynomials of the second kind are defined by the relation

\[
U_n(x) = 2x U_{n-1}(x) - U_{n-2}(x), \quad n = 2, 3, \ldots
\]

with

\[
U_0(x) = 1, \quad U_1(x) = 2x,
\]

and satisfy the orthogonality condition

\[
\int_{-1}^{1} U_m(x) U_n(x) \sqrt{1 - x^2} dx = \begin{cases} 0, & m \neq n; \\ \pi, & m = n. \end{cases}
\]

More information on Chebyshev polynomials can be found in \[5–10\].
Now, we introduce the translated Chebyshev polynomials. Let us define
\[ \hat{T}_n(x) := T_n \left( \frac{2}{b-a} x - \frac{b+a}{b-a} \right), \]
\[ \hat{U}_n(x) := U_n \left( \frac{2}{b-a} x - \frac{b+a}{b-a} \right), \]
then we have the relation
\[ \hat{T}_n(x) = 2 \left( \frac{2}{b-a} x - \frac{b+a}{b-a} \right) \hat{T}_{n-1}(x) - \hat{T}_{n-2}(x), \quad n = 2, 3, \ldots \]
with the first two terms
\[ \hat{T}_0(x) = 1, \quad \hat{T}_1(x) = \frac{2}{b-a} x - \frac{b+a}{b-a}, \]
and
\[ \hat{U}_n(x) = 2 \left( \frac{2}{b-a} x - \frac{b+a}{b-a} \right) \hat{U}_{n-1}(x) - \hat{U}_{n-2}(x), \quad n = 2, 3, \ldots \]
with the first two terms
\[ \hat{U}_0(x) = 1, \quad \hat{U}_1(x) = 2 \left( \frac{2}{b-a} x - \frac{b+a}{b-a} \right). \]
The orthogonality conditions can be written respectively as
\[ \int_a^b \hat{T}_m(x)\hat{T}_n(x) \frac{dx}{\sqrt{(b-x)(x-a)}} = \begin{cases} 0, & m \neq n; \\ \frac{\pi}{2}, & m = n \neq 0; \\ \pi, & m = n = 0, \end{cases} \]
and
\[ \int_a^b \hat{U}_m(x)\hat{U}_n(x) \sqrt{(b-x)(x-a)}dx = \begin{cases} 0, & m \neq n; \\ \frac{\pi}{8} (b-a)^2, & m = n. \end{cases} \]

2. On the variance of linear statistics

2.1. On the weight \( \frac{1}{\sqrt{(b-x)(x-a)}} \)

Now, we suppose \( f(x) \) is a polynomial of degree \( K \) and write it as the linear combination of the translated Chebyshev polynomials \( \hat{T}_n(x) \), i.e.,
\[ f(x) = \sum_{n=0}^{K} c_n \hat{T}_n(x). \]
Since $T'_n(x) = n U_{n-1}(x)$, $n = 1, 2, \ldots$, see [10] (page 995, 8.949(1)), we find
\[
f'(x) = \frac{2}{b - a} \sum_{n=1}^{K} n c_n \hat{U}_{n-1}(x).
\]

It follows from (1.1) that
\[
V = \frac{1}{\pi^2(b - a)} \int_{a}^{b} dx \sum_{m=0}^{K} c_m \hat{T}_m(x) \sum_{n=1}^{K} n c_n P \int_{a}^{b} \frac{\sqrt{(b - y)(y - a)}}{x - y} \hat{U}_{n-1}(y) dy.
\]

Let
\[
x = \frac{b - a}{2} \tau + \frac{b + a}{2}, \quad y = \frac{b - a}{2} t + \frac{b + a}{2},
\]
then (2.1) becomes
\[
V = \frac{1}{2\pi^2} \int_{-1}^{1} d\tau \sum_{m=0}^{K} c_m T_m(\tau) \sum_{n=1}^{K} n c_n P \int_{-1}^{1} \frac{1 - t^2}{\tau - t} U_{n-1}(t) dt
\]
\[
= \frac{1}{2\pi} \sum_{m=0}^{K} \sum_{n=1}^{K} n c_m c_n \int_{-1}^{1} \frac{T_m(\tau) T_n(\tau)}{\sqrt{1 - \tau^2}} d\tau
\]
\[
= \frac{1}{4} \sum_{n=1}^{K} n(c_n)^2,
\]
where we have used the formula [11]
\[
P \int_{-1}^{1} \frac{1 - t^2}{\tau - t} U_{n-1}(t) dt = \pi T_n(\tau), \quad -1 < \tau < 1, \quad n = 1, 2, \ldots (2.3)
\]
in the first step.

**Remark 1.** The result (2.2) coincides with [4] for the special case $a = -2$, $b = 2$.

### 2.2. On the weight $\sqrt{(b - x)(x - a)}$

Now, we consider another case and represent $f(x)$ as the linear combination of the translated Chebyshev polynomials $\hat{U}_n(x)$, i.e.,
\[
f(x) = \sum_{n=0}^{K} c_n \hat{U}_n(x).
\]
Since \( U'_n(x) = \frac{1}{1-x^2} [(n + 1)U_{n-1}(x) - nx U_n(x)] \), \( n = 1, 2, \ldots \), see [10] (page 995, 8.949(6)), we obtain

\[
f'(x) = \frac{b-a}{2} \sum_{n=1}^{K} \frac{c_n}{(b-x)(x-a)} \times \left[ (n + 1)\hat{U}_{n-1}(x) - n \left( \frac{2}{b-a} x - \frac{b+a}{b-a} \right) \hat{U}_n(x) \right].
\]

It follows from (1.1) that

\[
V = \frac{b-a}{4\pi^2} \sum_{m=0}^{K} \sum_{n=1}^{K} c_m c_n \int_a^b dx \frac{\hat{U}_m(x)}{\sqrt{(b-x)(x-a)}} \times \int_a^b \frac{(n + 1)\hat{U}_{n-1}(y) - n \left( \frac{2}{b-a} y - \frac{b+a}{b-a} \right) \hat{U}_n(y)}{\sqrt{(b-y)(y-a)(x-y)}} dy.
\]

Let

\[
x = \frac{b-a}{2} \tau + \frac{b+a}{2}, \quad y = \frac{b-a}{2} t + \frac{b+a}{2},
\]

then (2.4) becomes

\[
V = \frac{1}{2\pi^2} \sum_{m=0}^{K} \sum_{n=1}^{K} c_m c_n \int_{-1}^{1} \frac{d\tau U_m(\tau)}{\sqrt{1 - \tau^2}} P \int_{-1}^{1} \frac{(n + 1)U_{n-1}(t) - nt U_n(t)}{\sqrt{1 - t^2}(\tau - t)} dt.
\]

To proceed further, we need to calculate two integrals, the first being

\[
P \int_{-1}^{1} \frac{U_{n-1}(t)dt}{\sqrt{1 - t^2}(\tau - t)}
\]

and the second

\[
P \int_{-1}^{1} \frac{t U_n(t)dt}{\sqrt{1 - t^2}(\tau - t)}.
\]
We see

\[ P \int_{-1}^{1} \frac{U_{n-1}(t)dt}{\sqrt{1 - t^2}(\tau - t)} = \frac{1}{2} P \int_{-1}^{1} \frac{\sqrt{1 - t^2} U_{n-1}(t)}{\tau - t} \left( \frac{1}{1 - t} + \frac{1}{1 + t} \right) dt \]

\[ = \frac{1}{2} \left[ \frac{2}{1 - \tau^2} P \int_{-1}^{1} \frac{\sqrt{1 - t^2} U_{n-1}(t)}{\tau - t} dt - \frac{1}{1 - \tau} \right. \]

\[ \times \left. \int_{-1}^{1} \sqrt{\frac{1 + t}{1 - t}} U_{n-1}(t) dt + \frac{1}{1 + \tau} \int_{-1}^{1} \sqrt{\frac{1 - t}{1 + t}} U_{n-1}(t) dt \right] \]

\[ = \frac{\pi}{1 - \tau^2} T_n(\tau) - \frac{\pi}{2(1 - \tau)} - \frac{(-1)^n \pi}{2(1 + \tau)}, \quad (2.6) \]

where we have used (2.3) and

\[ \int_{-1}^{1} \sqrt{\frac{1 + t}{1 - t}} U_{n-1}(t) dt = \pi, \quad n = 1, 2, \ldots, \quad (2.7) \]

\[ \int_{-1}^{1} \sqrt{\frac{1 - t}{1 + t}} U_{n-1}(t) dt = (-1)^{n-1} \pi, \quad n = 1, 2, \ldots \quad (2.8) \]

Next, we compute

\[ P \int_{-1}^{1} \frac{t U_n(t)dt}{\sqrt{1 - t^2}(\tau - t)} \]

\[ = \tau P \int_{-1}^{1} \frac{U_n(t)dt}{\sqrt{1 - t^2}(\tau - t)} - \int_{-1}^{1} \frac{U_n(t)dt}{\sqrt{1 - t^2}} \]

\[ = \frac{\pi \tau T_{n+1}(\tau)}{1 - \tau^2} - \frac{\pi}{2(1 - \tau)} - \frac{(-1)^n \pi}{2(1 + \tau)}, \quad (2.9) \]

where use has been made of (2.6) and

\[ \int_{-1}^{1} \frac{U_n(t)dt}{\sqrt{1 - t^2}} = \frac{1 + (-1)^n \pi}{2}, \quad n = 0, 1, 2, \ldots \quad (2.10) \]

**Remark 2.** The above integrals involving $U_n(t)$, (2.7), (2.8) and (2.10), can be easily obtained with the substituting $t = \cos \theta$, $0 \leq \theta \leq \pi$. 
It follows from (2.6) and (2.9) that
\[ P \int_{-1}^{1} \frac{(n+1)U_{n-1}(t) - nt U_n(t)}{\sqrt{1 - t^2(\tau - t)}} \, dt = \frac{\pi}{1 - \tau^2} \]
\[ \times \left[ (n+1)T_n(\tau) - n\tau T_{n+1}(\tau) - \frac{1 + \tau}{2} - \frac{(-1)^n(1 - \tau)}{2} \right]. \]

Hence, by (2.5),
\[ V = \frac{1}{4} \sum_{m=1}^{K} \sum_{n=1}^{K} c_m c_n R(m, n), \]
where
\[ R(m, n) = \frac{2}{\pi} \int_{-1}^{1} \frac{U_m(\tau)}{(1 - \tau^2)^{3/2}} \]
\[ \times \left[ (n+1)T_n(\tau) - n\tau T_{n+1}(\tau) - \frac{1 + \tau}{2} - \frac{(-1)^n(1 - \tau)}{2} \right] \, d\tau \]
\[ = \begin{cases} 
0, & m = 2, 4, 6, \ldots, \quad n = 1, 3, 5, \ldots; \\
 n^2 + 2n, & m = 2, 4, 6, \ldots, \quad n = 2, 4, \ldots, m; \\
m^2 + 2m, & m = 2, 4, 6, \ldots, \quad n = m + 2, m + 4, \ldots; \\
0, & m = 1, 3, 5, \ldots, \quad n = 2, 4, 6, \ldots; \\
(n+1)^2, & m = 1, 3, 5, \ldots, \quad n = 1, 3, \ldots, m; \\
(m+1)^2, & m = 1, 3, 5, \ldots, \quad n = m + 2, m + 4, \ldots. 
\end{cases} \]

Note that \( R(m, n) \) is symmetric in \( m \) and \( n \). To bring the above quadratic form to a diagonal form, we use the rotation
\[
\begin{pmatrix}
c_1 \\
c_2 \\
c_3 \\
c_4 \\
\vdots \\
c_{K-2} \\
c_{K-1} \\
c_K
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & -1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & 0 & -1 & \cdots & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 1 & 0 & -1 \\
0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
d_1 \\
d_2 \\
d_3 \\
d_4 \\
\vdots \\
d_{K-2} \\
d_{K-1} \\
d_K
\end{pmatrix},
\]
and obtain
\[ V = \sum_{n=1}^{K} n(d_n)^2. \]
2.3. On the weight $\sqrt{\frac{(b-x)(x-a)}{x}}$

Now, we consider the weight function

$$w(x) = \sqrt{\frac{(b-x)(x-a)}{x}}, \quad 0 < a < x < b.$$ 

Let

$$x = \frac{b-a}{2} - \tau + \frac{b+a}{2}, \quad -1 < \tau < 1,$$

then we have

$$w(x) = \frac{\sqrt{1-\tau^2}}{\rho(\tau)},$$

where

$$\rho(\tau) = \tau + \frac{b+a}{b-a} > 0.$$  \hfill (2.11)

We introduce here a theorem of Szegö [5], which is essential to construct the orthogonal polynomials we need in this and the next sections.

**Theorem 2.1** Let $\rho(\tau)$ be a polynomial of degree $l$ and positive in $[-1,1]$. Let $\rho(\cos \theta) = |h(e^{i\theta})|^2$, where $h(z)$ is a polynomial of degree $l$ with real coefficients, and $h(z) \neq 0$ in $|z| < 1$, $h(0) > 0$. Writing $h(e^{i\theta}) = c(\theta) + is(\theta)$, $c(\theta)$ and $s(\theta)$ real, we have the orthonormal polynomials with respect to the weight function $\frac{\sqrt{1-\tau^2}}{\rho(\tau)}$,

$$P_n(\cos \theta) = \sqrt{\frac{2}{\pi}} \left[ c(\theta) \frac{\sin(n+1)\theta}{\sin \theta} - s(\theta) \frac{\cos(n+1)\theta}{\sin \theta} \right], \quad n > \frac{l}{2} - 1.$$ 

From (2.11),

$$\rho(\cos \theta) = \cos \theta + \frac{b+a}{b-a}.$$ 

Let us write $\rho(\cos \theta)$ in the following form

$$\rho(\cos \theta) = |h(e^{i\theta})|^2,$$

where

$$h(e^{i\theta}) = Ae^{i\theta} + B \quad \text{(2.12)}$$

such that $h(z) \neq 0$ in $|z| < 1$, $A$ is real and $B > 0$.

With the above equalities, we have the equation

$$\left( Ae^{i\theta} + B \right) \overline{\left( Ae^{i\theta} + B \right)} = \cos \theta + \frac{b+a}{b-a},$$
which is equivalent to equations

\[
\begin{cases}
2AB = 1, \\
A^2 + B^2 = \frac{b + a}{b - a}.
\end{cases}
\]

A simple computation shows that

\[
\begin{cases}
A = \frac{\sqrt{b} - \sqrt{a}}{\sqrt{2(b - a)}}, \\
B = \frac{\sqrt{b} + \sqrt{a}}{\sqrt{2(b - a)}}.
\end{cases}
\]

It follows from (2.12) that

\[
h\left(c^{i\theta}\right) = c(\theta) + is(\theta),
\]

where

\[
c(\theta) = A\cos \theta + B,
\]

\[
s(\theta) = A\sin \theta.
\]

According to Theorem 2.1, we obtain the orthonormal polynomials with respect to the weight function \(\sqrt{1 - \tau^2}/\rho(\tau)\)

\[
P_n(\cos \theta) = \sqrt{\frac{2}{\pi}} \left[ (A\cos \theta + B) \frac{\sin(n+1)\theta}{\sin \theta} - A\cos(n+1)\theta \right], \quad n = 0, 1, 2, \ldots
\]

Substituting \(\tau\) for \(\cos \theta\), we have

\[
P_n(\tau) = \sqrt{\frac{2}{\pi}} \left[ (A\tau + B)U_n(\tau) - AT_{n+1}(\tau) \right]
\]

\[
= \frac{\left[ (\sqrt{b} - \sqrt{a}) \tau + \sqrt{b} + \sqrt{a} \right] U_n(\tau) - \left( \sqrt{b} - \sqrt{a} \right) T_{n+1}(\tau)}{\sqrt{\pi(b - a)}}.
\]

It is easy to see that

\[
P_n'(\tau) = \frac{(n+1)\left[ (\sqrt{b} - \sqrt{a}) \tau + \sqrt{b} + \sqrt{a} \right] U_{n-1}(\tau) - n \left[ (\sqrt{b} + \sqrt{a}) \tau + \sqrt{b} - \sqrt{a} \right] U_n(\tau)}{\sqrt{\pi(b - a)(1 - \tau^2)}}.
\]
Let
\[ \hat{P}_n(x) : = \sqrt{\frac{\pi}{b - a}} P_n \left( \frac{2}{b - a} x - \frac{b + a}{b - a} \right) \]
\[ = \frac{2 \left( x + \sqrt{ab} \right)}{\sqrt{b + \sqrt{a}}} U_n(x) - \left( \sqrt{b} - \sqrt{a} \right) \hat{T}_{n+1}(x), \]
then we have the orthogonality condition
\[ \int_a^b \hat{P}_m(x) \hat{P}_n(x) \frac{\sqrt{(b - x)(x - a)}}{x} \, dx = \frac{\pi (b - a)^2}{2} \delta_{mn}, \]
since
\[ \int_{-1}^1 P_m(\tau) P_n(\tau) \frac{\sqrt{1 - \tau^2}}{\tau + \frac{b + a}{b - a}} \, d\tau = \delta_{mn}. \]

Now, let \( f(x) \) be the linear combination of the orthogonal polynomials \( \hat{P}_n(x) \), i.e.,
\[ f(x) = \sum_{n=0}^{K} c_n \hat{P}_n(x), \]
then we find
\[ f'(x) = \sum_{n=1}^{K} c_n \hat{P}'_n(x) = \frac{2 \sqrt{\pi}}{\sqrt{b - a}} \sum_{n=1}^{K} c_n P_n \left( \frac{2}{b - a} x - \frac{b + a}{b - a} \right). \]

Let
\[ x = \frac{b - a}{2} \tau + \frac{b + a}{2}, \quad y = \frac{b - a}{2} t + \frac{b + a}{2}, \]
then it follows from (1.1) that
\[ \mathcal{V} = \frac{b - a}{2\pi} \int_{-1}^{1} d\tau \sum_{m=0}^{K} c_m P_m(\tau) \int_{-1}^{1} \frac{\sqrt{1 - t^2}}{\tau - t} \sum_{n=1}^{K} c_n P'_n(t) \, dt \]
\[ = \frac{\sqrt{\pi(b - a)}}{2\pi^2} \sum_{m=0}^{K} \sum_{n=1}^{K} c_m c_n \int_{-1}^{1} \frac{P_m(\tau) g_n(\tau)}{\sqrt{1 - \tau^2}} \, d\tau, \]
where

\[ g_n(\tau) := \int_{-1}^{1} \frac{1}{\sqrt{1 - \tau^2}} \left\{ (n + 1) \left[ (\sqrt{b} - \sqrt{a}) t + \sqrt{b} + \sqrt{a} \right] U_{n-1}(t) - n \left[ (\sqrt{b} + \sqrt{a}) t + \sqrt{b} - \sqrt{a} \right] U_n(t) \right\} dt. \]

Using (2.6) and (2.9), we readily obtain

\[ g_n(\tau) = \pi \frac{1}{1 - \tau^2} \left\{ (n + 1) \left[ (\sqrt{b} - \sqrt{a}) \tau + \sqrt{b} + \sqrt{a} \right] T_n(\tau) - n \left[ (\sqrt{b} + \sqrt{a}) \tau + \sqrt{b} - \sqrt{a} \right] T_{n+1}(\tau) - \sqrt{b}(1 + \tau) - (-1)^n \sqrt{a}(1 - \tau) \right\}. \]

It follows that

\[ V = \frac{1}{2} \sum_{m=1}^{K} \sum_{n=1}^{K} c_m c_n R(m, n), \]

where if \( m = 2, 4, 6, \ldots, \)

\[
R(m, n) = \begin{cases} 
(b + a)n^2 + \left( \sqrt{b} + \sqrt{a} \right)^2 n, & n = 2, 4, \ldots, m; \\
(b + a)m^2 + \left( \sqrt{b} + \sqrt{a} \right)^2 m, & n = m + 2, m + 4, \ldots; \\
(b - a) \left( n^2 + n \right), & n = 1, 3, \ldots, m - 1; \\
(b - a) \left( m^2 + m \right), & n = m + 1, m + 3, \ldots,
\end{cases}
\]

if \( m = 1, 3, 5, \ldots, \)

\[
R(m, n) = \begin{cases} 
(b - a) \left( n^2 + n \right), & n = 2, 4, \ldots, m - 1; \\
(b - a) \left( m^2 + m \right), & n = m + 1, m + 3, \ldots; \\
(b + a)n^2 + \left( \sqrt{b} + \sqrt{a} \right)^2 n + 2\sqrt{ab}, & n = 1, 3, \ldots, m; \\
(b + a)m^2 + \left( \sqrt{b} + \sqrt{a} \right)^2 m + 2\sqrt{ab}, & n = m + 2, m + 4, \ldots
\end{cases}
\]

Note that \( R(m, n) \) is symmetric in \( m \) and \( n \). Let
\[
\begin{pmatrix}
  c_1 \\
c_2 \\
c_3 \\
c_4 \\
\vdots \\
c_K
\end{pmatrix} =
\begin{pmatrix}
  \frac{1}{\sqrt{b+\sqrt{a}}} & -\frac{\sqrt{b}\sqrt{a}}{(b+\sqrt{a})^2} & \frac{4\sqrt{ab}(\sqrt{b}\sqrt{a})}{(b+\sqrt{a})^3} & \cdots & (-1)^K \frac{4\sqrt{ab}(\sqrt{b}\sqrt{a})^{K-3}}{(b+\sqrt{a})^K} \\
  0 & \frac{1}{\sqrt{b+\sqrt{a}}} & -\frac{\sqrt{b}\sqrt{a}}{(b+\sqrt{a})^2} & \cdots & (-1)^{K-1} \frac{4\sqrt{ab}(\sqrt{b}\sqrt{a})^{K-4}}{(b+\sqrt{a})^{K-1}} \\
  0 & 0 & \frac{1}{\sqrt{b+\sqrt{a}}} & \cdots & (-1)^{K-2} \frac{4\sqrt{ab}(\sqrt{b}\sqrt{a})^{K-5}}{(b+\sqrt{a})^{K-2}} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & 0 & \frac{1}{\sqrt{b+\sqrt{a}}} & (-1)^{K-3} \frac{4\sqrt{ab}(\sqrt{b}\sqrt{a})^{K-6}}{(b+\sqrt{a})^{K-3}} \\
  \vdots & \vdots & \vdots & \vdots & \frac{1}{\sqrt{b+\sqrt{a}}}
\end{pmatrix}
\begin{pmatrix}
d_1 \\
d_2 \\
d_3 \\
d_4 \\
\vdots \\
d_K
\end{pmatrix},
\]
then we obtain
\[ V = \sum_{n=1}^{K} n(d_n)^2. \]

2.4. On the weight \( \sqrt{(b-x)(x-a)}/x(1-x) \)

Now, we consider another weight function
\[ w(x) = \sqrt{(b-x)(x-a)}/x(1-x), \quad 0 < a < x < b < 1. \]

Let
\[ x = \frac{b-a}{2} \tau + \frac{b+a}{2}, \quad -1 < \tau < 1, \]
then we have
\[ w(x) = \frac{\sqrt{1-\tau^2}}{\eta(\tau)}, \]
where
\[ \eta(\tau) = \frac{a-b}{2} \tau^2 + (1-a-b)\tau + \frac{(a+b)(a+b-2)}{2(a-b)} > 0, \]
and hence we have
\[ \eta(\cos \theta) = \frac{a-b}{2} \cos^2 \theta + (1-a-b) \cos \theta + \frac{(a+b)(a+b-2)}{2(a-b)}. \quad (2.13) \]

Write \( \eta(\cos \theta) \) in the form
\[ \eta(\cos \theta) = |h(e^{i\theta})|^2, \quad (2.14) \]
where
\[ h(e^{i\theta}) = Ae^{2i\theta} + Be^{i\theta} + C, \quad (2.15) \]
such that \( h(z) \neq 0 \) in \( |z| < 1 \), \( A \) and \( B \) are real and \( C > 0 \).

From (2.13), (2.14) and (2.15), we have the equation
\[ \left(Ae^{2i\theta} + Be^{i\theta} + C\right)\left(Ae^{2i\theta} + Be^{i\theta} + C\right) = \frac{a-b}{2} \cos^2 \theta + (1-a-b) \cos \theta + \frac{(a+b)(a+b-2)}{2(a-b)}, \]
which is equivalent to the equations
\[
\begin{align*}
4AC &= \frac{a-b}{2}, \\
2(A+C)B &= 1 - a - b, \\
(A-C)^2 + B^2 &= \frac{(a+b)(a+b-2)}{2(a-b)}. 
\end{align*}
\]
An elaborate computation shows that

\[
\begin{align*}
A &= \frac{(\sqrt{b} - \sqrt{a}) (\sqrt{1-b} - \sqrt{1-a})}{2\sqrt{2(b-a)}} , \\
B &= \frac{\sqrt{b(1-b)} - \sqrt{a(1-a)}}{\sqrt{2(b-a)}} , \\
C &= \frac{(\sqrt{b} + \sqrt{a}) (\sqrt{1-b} + \sqrt{1-a})}{2\sqrt{2(b-a)}} .
\end{align*}
\]

Write \( h(e^{i\theta}) \) in the form

\[
h \left( e^{i\theta} \right) = c(\theta) + is(\theta) ,
\]

where

\[
c(\theta) = A \cos 2\theta + B \cos \theta + C , \\
s(\theta) = A \sin 2\theta + B \sin \theta .
\]

According to Theorem 2.1, we obtain the orthonormal polynomials with respect to the weight function \( \sqrt{\frac{1-\tau^2}{\eta(\tau)}} \), i.e.,

\[
P_n(\cos \theta) = \sqrt{\frac{2}{\pi}} \left\{ c(\theta) \frac{\sin(n+1)\theta}{\sin \theta} - s(\theta) \frac{\cos(n+1)\theta}{\sin \theta} \right\} , \quad n = 1, 2, \ldots
\]

Substituting \( \tau \) for \( \cos \theta \), we have

\[
P_n(\tau) = \sqrt{\frac{2}{\pi}} \left[ \left( 2A\tau^2 + B\tau + C - A \right) U_n(\tau) - (2A\tau + B)T_{n+1}(\tau) \right] \\
= \sqrt{\frac{2}{\pi}} \left[ A U_{n-2}(\tau) + B U_{n-1}(\tau) + C U_n(\tau) \right] \\
= \frac{1}{2\sqrt{\pi(b-a)}} \left\{ \left( \sqrt{b} - \sqrt{a} \right) (\sqrt{1-b} - \sqrt{1-a}) U_{n-2}(\tau) \\
+ 2 \left[ \sqrt{b(1-b)} - \sqrt{a(1-a)} \right] U_{n-1}(\tau) \\
+ \left( \sqrt{b} + \sqrt{a} \right) (\sqrt{1-b} + \sqrt{1-a}) U_n(\tau) \right\} .
\]
It follows that

\[ P_n'(\tau) = \frac{1}{2\sqrt{\pi(b-a)}(1-\tau^2)} \left\{ \left( \sqrt{b} - \sqrt{a} \right) \left( \sqrt{1-b} - \sqrt{1-a} \right) \times \left[ (n-1)U_{n-3}(\tau) - (n-2)\tau U_{n-2}(\tau) \right] + 2 \left[ \sqrt{b(1-b)} - \sqrt{a(1-a)} \right] \left[ nU_{n-2}(\tau) - (n-1)\tau U_{n-1}(\tau) \right] + \left( \sqrt{b} + \sqrt{a} \right) \left( \sqrt{1-b} + \sqrt{1-a} \right) \left[ (n+1)U_{n-1}(\tau) - n\tau U_n(\tau) \right] \right\}. \]

Let

\[ \hat{P}_n(x) : = 2\sqrt{\pi(b-a)}P_n \left( \frac{2}{b-a}x - \frac{b+a}{b-a} \right) = \left( \sqrt{b} - \sqrt{a} \right) \left( \sqrt{1-b} - \sqrt{1-a} \right) \hat{U}_{n-2}(x) + 2 \left[ \sqrt{b(1-b)} - \sqrt{a(1-a)} \right] \hat{U}_{n-1}(x) + \left( \sqrt{b} + \sqrt{a} \right) \left( \sqrt{1-b} + \sqrt{1-a} \right) \hat{U}_n(x), \quad n = 0, 1, 2, \ldots , \]

then we have the orthogonality condition

\[ \int_a^b \hat{P}_m(x)\hat{P}_n(x) \frac{\sqrt{(b-x)(x-a)}}{x(1-x)} \, dx = 2\pi(b-a)^2\delta_{mn}, \]

\[ m = 0, 1, 2, \ldots , \quad n = 1, 2, \ldots , \]

since

\[ \int_{-1}^1 P_m(\tau)P_n(\tau) \frac{\sqrt{1-\tau^2}}{\eta(\tau)} \, d\tau = \delta_{mn}. \]

Let \( f(x) \) be the linear combination of the orthogonal polynomials \( \hat{P}_n(x) \), i.e.,

\[ f(x) = \sum_{n=0}^K c_n \hat{P}_n(x), \]

then we have

\[ f'(x) = \sum_{n=1}^K c_n \hat{P}_n'(x) = \frac{4\sqrt{\pi}}{\sqrt{b-a}} \sum_{n=1}^K c_n P_n' \left( \frac{2}{b-a}x - \frac{b+a}{b-a} \right). \]
Let 
\[ x = \frac{b-a}{2} \tau + \frac{b+a}{2}, \quad y = \frac{b-a}{2} t + \frac{b+a}{2}, \]
then it follows from (1.1) that
\[
V = 2 \left( \frac{b-a}{2} \right) \frac{\pi}{1-\tau^2} \int_{-1}^{1} \sum_{m=0}^{K} c_m P_m(\tau) \sqrt{1-\tau^2} \sum_{n=1}^{K} c_n P'_n(t) dt
\]
\[
= \frac{\sqrt{\pi(b-a)}}{\pi^2} \sum_{m=0}^{K} \sum_{n=1}^{K} c_m c_n \int_{-1}^{1} \frac{P_m(\tau) g_n(\tau)}{\sqrt{1-\tau^2}} d\tau,
\]
where
\[
g_n(\tau) : = P \int_{-1}^{1} \frac{1}{\sqrt{1-t^2}(\tau-t)} \left\{ \left( \sqrt{b} - \sqrt{a} \right) \times \left( \sqrt{1-b} - \sqrt{1-a} \right) \right\}
\]
\[
\times \left( n-1 \right) U_{n-3}(t) - \left( n-2 \right) t U_{n-2}(t)
\]
\[
+ 2 \left[ \sqrt{b(1-b)} - \sqrt{a(1-a)} \right] n U_{n-2}(t) - \left( n-1 \right) t U_{n-1}(t)
\]
\[
+ \left( \sqrt{b} + \sqrt{a} \right) \left( \sqrt{1-b} + \sqrt{1-a} \right) \left( n+1 \right) U_{n-1}(t) - nt U_{n}(t) \right\} dt.
\]
Using (2.6) and (2.9), a simple computation shows that
\[
g_n(\tau) = \frac{\pi}{1-\tau^2} \left\{ \left( \sqrt{b} - \sqrt{a} \right) \times \left( \sqrt{1-b} - \sqrt{1-a} \right) \right\}
\]
\[
\times \left( \sqrt{1-b} - \sqrt{1-a} \right) \left( n-1 \right) T_{n-2}(\tau) - \left( n-2 \right) \tau T_{n-1}(\tau)
\]
\[
+ 2 \left[ \sqrt{b(1-b)} - \sqrt{a(1-a)} \right] n T_{n-1}(\tau) - \left( n-1 \right) \tau T_{n}(\tau)
\]
\[
+ \left( \sqrt{b} + \sqrt{a} \right) \left( \sqrt{1-b} + \sqrt{1-a} \right) \left( n+1 \right) T_{n}(\tau) - n \tau T_{n+1}(\tau)
\]
\[
- 2\sqrt{b(1-b)}(1+\tau) - 2(-1)^n \sqrt{a(1-a)}(1-\tau) \right\}.
\]
It follows that
\[
V = \sum_{m=1}^{K} \sum_{n=1}^{K} c_m c_n R(m, n),
\]
where if \( m = 2, 4, 6, \ldots \),
\[ R(m, n) = \begin{cases} 
2n(b - a) \left[ \sqrt{(1-a)(1-b)} - \sqrt{ab} - na - nb + n \right], & n = 1, 3, \ldots, m - 1; \\
2n(a + b)\sqrt{(1-a)(1-b)} - 2n\sqrt{ab}(a + b - 2) - 2n^2 \left( a^2 + b^2 - a - b \right), & n = 2, 4, \ldots, m - 2; \\
2n(a + b)\sqrt{(1-a)(1-b)} - 2n\sqrt{ab}(a + b - 2) - 2n^2 \left( a^2 + b^2 - a - b \right) + n(a-b)^2, & n = m; \\
2m(b - a) \left[ \sqrt{(1-a)(1-b)} - \sqrt{ab} - ma - mb + m \right], & n = m + 1, m + 3, \ldots; \\
2m(a + b)\sqrt{(1-a)(1-b)} - 2m\sqrt{ab}(a + b - 2) - 2m^2 \left( a^2 + b^2 - a - b \right), & n = m + 2, m + 4, \ldots, 
\end{cases} 
\]
Note that \( R(m, n) \) is symmetric in \( m \) and \( n \), so we can also write \( V \) in the form of the sum of the square of new variables theoretically, but since the transformation is very complicated, we will only give an example here, for \( K = 5 \). Let

\[
\begin{pmatrix}
c_1 \\
c_2 \\
c_3 \\
c_4 \\
c_5
\end{pmatrix} = \begin{pmatrix}
\alpha & \beta & \gamma & \xi & \zeta \\
0 & \alpha & \beta & \gamma & \xi \\
0 & 0 & \alpha & \beta & \gamma \\
0 & 0 & 0 & \alpha & \beta \\
0 & 0 & 0 & 0 & \alpha
\end{pmatrix} \begin{pmatrix}
d_1 \\
d_2 \\
d_3 \\
d_4 \\
d_5
\end{pmatrix},
\]

where

\[
\alpha = \frac{1}{\left(\sqrt{a + \sqrt{b}}\right) \left(\sqrt{1-a + \sqrt{1-b}}\right)},
\]

\[
\beta = \frac{2 \left[\sqrt{a(1-a)} - \sqrt{b(1-b)}\right]}{\left(\sqrt{a + \sqrt{b}}\right)^2 \left(\sqrt{1-a + \sqrt{1-b}}\right)^2},
\]

\[
\gamma = \frac{4 \left[\sqrt{a(1-a)} - \sqrt{b(1-b)}\right]^2}{\left(\sqrt{a + \sqrt{b}}\right)^3 \left(\sqrt{1-a + \sqrt{1-b}}\right)^3} - \frac{2 \left[\sqrt{a(1-a)} + \sqrt{b(1-b)}\right]}{\left(\sqrt{a + \sqrt{b}}\right)^2 \left(\sqrt{1-a + \sqrt{1-b}}\right)^2},
\]

\[
\xi = \frac{8 \left[\sqrt{a(1-a)} - \sqrt{b(1-b)}\right]^3}{\left(\sqrt{a + \sqrt{b}}\right)^4 \left(\sqrt{1-a + \sqrt{1-b}}\right)^4} - \frac{4(a-b)(1-a-b)}{\left(\sqrt{a + \sqrt{b}}\right)^3 \left(\sqrt{1-a + \sqrt{1-b}}\right)^3} + \frac{2 \left[\sqrt{a(1-a)} - \sqrt{b(1-b)}\right] \left(\sqrt{a} - \sqrt{b}\right)^2}{\left(\sqrt{a + \sqrt{b}}\right)^2 \left(\sqrt{1-a + \sqrt{1-b}}\right)^4},
\]

\[
\zeta = \frac{16 \left[\sqrt{a(1-a)} - \sqrt{b(1-b)}\right]^4}{\left(\sqrt{a + \sqrt{b}}\right)^5 \left(\sqrt{1-a + \sqrt{1-b}}\right)^5} + \frac{12 \left(\sqrt{a} - \sqrt{b}\right)^2 \left[\sqrt{a(1-a)} - \sqrt{b(1-b)}\right]^2}{\left(\sqrt{a + \sqrt{b}}\right)^3 \left(\sqrt{1-a + \sqrt{1-b}}\right)^5} - \frac{4 \left[\sqrt{a(1-a)} - \sqrt{b(1-b)}\right]^2}{\left(\sqrt{a + \sqrt{b}}\right)^3 \left(\sqrt{1-a + \sqrt{1-b}}\right)^3} - \frac{2 \left[\sqrt{a(1-a)} + \sqrt{b(1-b)}\right] \left(\sqrt{a} - \sqrt{b}\right)^2}{\left(\sqrt{a + \sqrt{b}}\right)^2 \left(\sqrt{1-a + \sqrt{1-b}}\right)^4},
\]

then we obtain

\[
V = \sum_{n=1}^{5} n(d_n)^2.
\]
3. Conclusion

We have taken the four weights all supported on \([a, b]\) to be the equilibrium eigenvalue densities of the Unitary Jacobi ensembles (parameter free), Gaussian ensembles, Laguerre ensembles and the Jacobi ensembles (general parameter). These are obtained by solving a singular integral equation which arise from the original random matrix models, together with the eigenvalue densities are supported on a single interval; also known as the one-cut solution. This is due to the convexity property of the underlying \(v(x)\). It will be interesting to study the situation where the original weight is supported on a union of disjoint interval, for example, in the case of Generalized Chebyshev polynomials considered in [12, 13]. We defer this in a future investigation.
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